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Response to Reviewers

How feedback inhibition shapes ..., List of

Changes

Bernd Porr & Lynsey McCabe & Paolo di Prodi
Christoph Kolodziejski & Florentin Worgotter

We thank the referees for the very constructive feedback.

Referee 1

1.

Referee: As we know, the results of such model calculations are
highly sensitive for the learning rule chosen. Therefore it
needs a more convincing explanation WHY Equation (1) was chosen.

Response: The reason for the choice of this learning rule is because a) it
models the required STDP curve, namely that we have L'TD for post-pre
and LTP of pre-post, b) it does not require thresholds to decide if LTP
or L'TD is triggered (Shouval, etc), c) it changes it’s shape according to
the post- and pre-synaptic potentials which is not the case for the model
by Gerstner et al. However the generated shape is very generic in that it
will always generate the STDP curve because our learning rule belongs
to the class of differential Hebbian learning rules which all generate this
behaviour and in this way covers a wide range of learning rules.

This learning rule falls into the category of differential Hebbian
learning rules (??) and models the STDP behaviour by employing
a derivative which allows analytical treatment while preserving the
desired weight change, namely that the timing of the post- and pre-
synaptic events determine if the synapse undergoes LTP or LTD.

Referee: Also Equation (3), the form of the presynaptic potential
needs some justification.

Response: Thanks for pointing this out. This is the standard model for
an NMDA channel introduced by Koch et al. and is also the standard
model in GENESIS for AMPA and NMDA channels.

The presynaptic potential is represented by the standard NMDA
channel model introduced by 7:



3. Referee: In terms of explanation, it would have been more
understandable first to define the time-domain, and than to make
transition to the frequency domain.

Response: This is a good point. We have swapped the equations.
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4. Referee: The circuit model is the possible simplest, (one
pyramidal and one inhibitory cell). The two-compartmental (soma
and axon) pyramidal is very simple. How do you know that the
dendritic compartment does not have a significant contribution
by some back-propagation ("ping-pong") mechanism.

Response: Inhibition in cortical microcircuits is usually on a short range
and close to the soma. In terms of backpropagating spikes we have in-
vestigated this in great detail in previous works and our conclusion is
that computations close to the soma are nearly simultaneous and that
computations in the distal dendrites are rather computed locally and
then, if calcium spikes can be generated, are transmitted towards the
soma and merge with the more local EPSPs. However, this is a very
complicated process and would indeed make another interesting paper,
however, without analytics. The bottomline for this paper is that we as-
sume that we have only proximal inputs (both excitatory and inhibitory)
and that dendritic inputs are assumed to be passive.

This model could also be extended to include more complex
dendritic input dynamics which arise when we take into account
backpropagating spikes and local calcium spikes in distal dendrites
as investigated in ?7?. However, this would go far beyond the scope
of this paper and would prevent an analytical treatment so that
we have concentrated here on short range connectivity close to the
soma which can be assumed to happen simultaneously.



5. Referee: However, I don’t feel that the question has a final
answer, since we don’t see any support that the results are
robust. Some sensitivity analysis is certainly missing.

Response: We have tested the sensivity of our model and added this to
the MS. We write now:

Finally, we also tested the overall robustness of the model. The
STDP shape is robust to variation of the NMDA and AMPA con-
ductances on both the interneuron and the pyramidal cell. This
is mainly due to the fact that we have spiking neurons because as
long as they generate the same amount of spikes the results will
be very similar. Even this requirement can be relaxed for the in-
terneuron which is allowed to spike one or two times without chang-
ing the results as long as the conductances are gye[15nS . ..49nS],
gA€l45nS ... 68nS] and geie[0.01nS ... 10.0nS]. The pyramidal neu-
ron needs to spike once so that we have a properly defined spike tim-
ing which is the case when gne[15nS...90nS] ,ga€[0nS . ..40nS)]
and gci€[0.01nS ... 10.0nS]. As mentioned above the other neces-
sary condition is that the NMDA decay time is longer than the
AMPA decay time Tn9 > T42 which is always the case in biophysi-
cally realistic cases.

Referee 2

1. Referee: While it is true that NMDA receptors have slower
dynamics with respect to AMPA channels, and a consequently
slower impact on cell voltage and STDP, the role of NMDA
channels in CA++ dynamics does not seem to be discussed. The
paper would benefit from more information on this.

Response: The referee is right that we have referred only to GENESIS
but haven’t added a reference to the actual underlying paper and haven’t
discussed more recent realistic models. We have added a reference to
Eq.19/20 and discuss the models in the discussion section.

The change in calcium concentration is calculated from a single-
exponential model (??7) which is implemented in the GENESIS
simulator:

dC/dt = B-ICG—C/TCG
(Ca = [Cag]+C

with 7¢, =30ms, [Cap] = 2mM/litre and B = 10'? (see GENESIS
documentation).

[..]



The learning rule (Eq. 23) uses the derivative of the calcium
concentration (Eq. 19) which in turn has been modelled as a first
order low-pass which lumps together the biophysical parameters of
the calcium dynamics (?) caused by the influx of calcium through
the NMDA channel (?). Our phenomenological model about the
calcium dynamics could be enhanced by a more detailed calcium
model as outlined in ? which takes into account the complex inter-
actions between the calcium channels and the calcium concentra-
tion. However, this would make a direct comparison between the
analytical and biophysically realistic model more difficult.

2. Referee: What is the relationship between STDP and schizophrenia?
Some background discussion relative to this point would be
helpful as well. Does it affect synaptic pruning?

Response: Indeed, there is a clear relation between LTD and pruning.
We have added a paragraph in the discussion section which addresses this
important topic. The relationship between STDP and Schizophrenia has
been proposed by Iglesias et al but hasn’t been confirmed by biologists.

The predicted sustained long term depression in the cortex will
also lead in the long run to the pruning of the affected synapses (7).
The link between synaptic pruning and Schizophrenia has been
investigated for nearly 3 decades (??7) and is well established.
Consequently, the results of our study suggest that the synapses
which have undergone LTD for a sustained time will be pruned
and will no longer be part of the cortical network.

3. Referee: In general, variation of key parameters (such as the
strength of inhibition) occur in nature to ensure behavioural
success. For instance, a well balanced inhibition in a cortical
circuit could favour the emergence of WTA behaviour in a given
network, which has nice computational properties. What is the
relationship of the key parameters you have investigated and
what, and how, the network computes?

Response: See response to referee 1 for the stability analysis. In terms of
network computation this goes far beyond this paper and needs to be also
combined with oscillations in cortical and/or hippocampal networks.

4. Referee:

e at the beginning of 2. Materials and Methods, ‘‘have a
look’’ should be substituted with some more formal
expression



e please define ALL symbols in figure and equation 1

Response: We have corrected these minor points
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Abstract

It has been shown that plasticity is not a fixed property hutfact, changes depending on the location of the synapseeon th
neuron angr changes of biophysical parameters. Here we investigatephasticity is shaped by feedback inhibition in a cortical
microcircuit. We use a dlierential Hebbian learning rule to model spike-timing degeent plasticity and show analytically that
the feedback inhibition shortens the time window for LTD idgrspike-timing dependent plasticity but not for LTP. Werthuse

a realistic GENESIS model to test two hypothesis about maieron hypofunction and conclude that a reduction in GARGhe
most likely candidate as the cause for hypofrontality a®oled in Schizophrenia.

Keywords: Schizophrenia, GABA, NMDA, GAD67, STDP, Hebb, inhibitidaCP

1. Introduction neurons (Freund and Katona, 2007). These cells provide fast
feedback inhibition as a prominent feature of cortical s
Spike-timing dependent plasticity (Markram et al., 1997;ing. Pyramidal neurons excite these inhibitory cells whith
Magee and Johnston, 1997; Bi and Poo, 1998) is a speci#lirn inhibit the pyramidal neurons. The inhibition has @astg
form of Hebbian learning (Hebb, 1949) where the order of theeffect on the postsynaptic dynamics of the pyramidal neuron by
pre- and postsynaptic events determine weight growth or deresetting the membrane potential quickly to the restingipot
cay. Plotting diferent timings between pre- and postsynap-tial (Ulrich, 2003) which is known as shunting inhibition.sA
tic potentials against the weight change leads to the deetal stated in the first paragraph, the shape of the postsynayitéop
STDP curve. Typically pre- and then postsynaptic stimatati tial will determine the shape of the STDP curve. Conseqyentl
causes long term potentiation (LTP) while post- and thesyre the shape of the STDP curve will be altered in the presence of
naptic stimulation causes long term depression (LTD). & hathe interneuron and by the timing and strength of the feeklbac
been ShOWﬂ that the STDP curve iS not constant but Changes itSSChizophrenia is a menta| i”ness Wh|cﬁ|‘m:ts about 1% Of

shape when the pre- and postsynaptic potentials change (P@ke population and has detrimental consequences for the pa-
etal., 2004; Tamosiunaite et al., 2006; Voegtlin, 2009p@b  tients. Popular hypotheses about the cause of Schizophreni
etal., 2010). For example, backpropagating spikes cangehan propose a hypofunction of the inhibitory system in the pre-
the shape of the STDP curve and distal dendrites have theffontal cortex which later causes a hypofunction of the pre-
own STDP curves because the dynamics of the postsynaptic pfrontal activity. However, having less inhibition in thereex
tentials is much slower far away from the soma (Tamosiunaitgould cause actuallynore activity in the cortex. We provide
etal., 2007a). In contrast to the previous work we investiga an explanation which predicts that less inhibition causesem
here how external influences can change the STDP curve. InTD and therefore an overall slow decay of synaptic weights.
particular we investigate how feedback inhibition in a @@t  \we show that the part of the STDP curve which represents LTD
microcircuit influences spike-timing dependent plasficit is shorter in the presence of feedback inhibition. This ltdsu
There is an abundance offi#irent inhibitory neurons in g possible explanation for the observed depression in tie pr
the cortex which have specific roles and targets (Somogyi anffontal cortex after chronic application of the NMDA recept
Klausberger, 2005). Of special interest here are parval®im antagonists which is a recent model for schizophrenia (Morr
positive (P\&) perisomatic inhibitory interneurons which in- et al., 2005). Our model predicts that chronic Phencyadidin
nervate the somata of pyramidal neurons and therefore have(rCP) treatment widens the time window for LTD and conse-
direct influence on the membrane potential of the pyramidaguently causes more LTD in the cortical micro-circuitry.ush
we provide an explanation why paradoxically less inhilpitio
the cortex leads eventually to less cortical activity (Aeaben

Email addressesbernd.porr@_gla.a_m.uk (Bernd Porr),. etal., 1997; Ragland et al., 2007).
epokh@elec.gla.ac.uk (Paolo di Prodi)kolo@bccn-goettingen.de ] ) ) ]
(Christoph Kolodziejski)worgott@physik3.gwdg.de (Florentin Worgotter) There are two main hypotheses which link reduced interneu-
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ron activity to schizophrenia: one states that NMDA hypafun employing a derivative which allows analytical treatmeihiles
tion in cortical interneurons is responsible for less ineron  preserving the desired weight change, namely that the gimin
activity (Morris et al., 2005) and the other states thatéhsr of the post- and pre-synaptic events determine if the symaps
less GABA released from the interneuron through a hypofuncundergoes LTP or LTD.
tion of the GABA synthesizing enzyme GAD67 (Guidottietal., A precise definition of the weight change will be made in
2005). In order to find out which of these hypotheses is mor¢he sections below. A current injection into the pyramidall ¢
likely to be the cause of schizophrenia we have simulateld botstimulates the neuron enough to generate the postsynaptic a
cases in realistic GENESIS simulations involving one pyiram tion potential. This propagates from the pyramidal cellyod
dal and one perisomatic inhibitory neuron. We will show thatdown through the axon, causes glutamate release thereby ac-
the GAD67 hypothesis is the clear winner. tivating the NMDA receptors on the GABAergic interneuron,
allowing an influx of calcium into the cell. If the excitatios
A strong enough the interneuron releases GABAergic neurstra
mitters back to the pyramidal cell, inhibiting as it does$his
inhibition is usually a shunting inhibition where the imeuron
resets the pyramidal cell to resting potential. Note theedh
ence between the pyramidal neuron and the interneuronewhil
the EPSP (excitatory postsynaptic potential) is genefaete
AMPA receptors in case of the pyramidal neuron, the EPSP in
AR the interneuron is generated by both the NMDA and AMPA re-
post presynaptic postsynaptic ceptors. We will discuss the implications of this later onewh
ouTRUT we compare the timings of NMDA and AMPA receptors and
their actual contributions to the action potentials.

AMPA-

Figure 1: Model of the cortical microcircuit with a pyramidzell (PC) and an
interneuron (1). (A) “pre” is the excitatory input, a modall presynaptic input . L ) o
into the pyramidal cell. Attached to the pyramidal cell atd@A and NMDA  2.1. Analytical derivation of STDP with Feedback Inhihitio

feceptors. “post’ fepresents the ‘i“”e”tti_”jecii,on i”“‘;’ghfa"}iﬁa' Ce”l S_“ml' Fig. 1B shows the formalised circuit diagram of the cortical
o Tﬁenseyr?bnog rg;ggeanfso: e o ;%Zg;nmip"faggﬁyﬁcig microcircuit. In order to achieve an analytical result wede
the presynaptic input, the transfer function of the NMDAmhel andP being 10 Switch to the Laplace domain which allows a simple treat-
the postsynaptic_input, the_transfer function of the pommc _potential. lis  ment of the feedback Ioop_ Functions in the Laplace domain
;r‘ei;ead(thKtL”eh;b'tr']‘;”'ﬂ‘évul"e‘:‘ ﬁ?gf?ﬁ;g)’g’i’;g? t%th;tk'?'g“r:‘;e;i’lewe"i”r:t have capital letters and functions in the time domain hawallsm
of the inhibﬁory in);;ut,pand; isgthe derivative of t)k/le Sostsyngptif potent?al in letters. The feedback is modelled by the transfer fundt(s)]
the Laplace domain. the presynaptic activation by(s) (for NMDA) and the post-
synaptic activation byP(s) (for postsynaptic). The temporal
derivative in the Laplace domain becomes a multiplicatidth w
S.

The presynaptic potential is represented by the standard
NMDA channel model introduced by Koch (1998a):

First we will explain the neurophysiological circuit anceth 1

2. Materialsand Methods

we will extract the relevant properties from it so that we are nM = -gT—FEm™w-emw) (2)
able to treat the circuit analytically. Later we will go baitk TN TN

the original circuit in our GENESIS model. Fig. 1A depicts N(s) = - (3)
a typical microcircuit which consists of a pyramidal celldan (s+ 5)(s+ =)

an interneuron. Attached to the pyramidal cell are AMPA anthereml andry; are rise- and decay-constants of the NMDA

NMDA receptors which have specific functions in our model: . annel Note that we have omitted here the magnesium block
while the AMPA receptor represents the weighwhich deter- 1 e apje to derive an analytical solution. For a more dedail

mines the amount of postsynaptic depolarisation, the NMDAjgification of this omission we refer the reader to Porrlet a
receptor is responsible for the change in synaptic weight an 2004).

therefore for a change in the number of AMPA receptors in-" 11,4 postsynaptic potential is modelled in the same way
serted into the membrane. Basically the AMPA weight changg,here we havep,; andrp; for the rise and fall times:

is proportional to the NMDA activation and ttehange(Yang

et al., 1999; Lindskog et al., 2006) of the postsynapticiaaic p(t) = _l_ll(e*% - ef%) 4)
concentration. 1 e
dp _ d PO = — o (5)
gy~ K Pre gPost @ (s+ Z)(s+ L)

wherey is the learning rate. This learning rule falls into the which can be interpreted as the calcium concentration. ,Thus
category of diferential Hebbian learning rules (Klopf, 1986; the functionP(s) models the calcium response to a postsynaptic
Porr and Worgotter, 2003) and models the STDP behaviour bgtimulation.

2



The feedback inhibition performed via the interneuron is ForT < 0 the solution looks similar but with theftierence
modelled as a first order system to minimise the complexitythat this part of the curve is determined by the postsynajytic

of the solution and because the interneurons react viytiral
stantly (Zaitsev et al., 2007). Of central interest is harede-
cay of their inhibition because this is controlled by thesimial
calcium bufer parvalbumin (PV). The transfer function of the
feedback inhibition is as follows:

9
S+ T

ih=ge™ o I(s) = (6)

whereg is the gain of the feedback loop amdthe decay con-
stant.

namics (rise and decay timesy andrpy):

Tpa(Tpy—7))ePLT
(tn1+7P1) (T2 +7P1)(TPL—TP2) (TN1—T1 —0)
_ po(tpa—ti)EP2T
(tn1+TP2) (T2 +TP2) (TP1—TP2) (TN2—T1 =)
+ g(n+gen o
(N1 T +0) (T +71 +0) (TR —71—-0) (TR2—71 —0)

Ap(T) =

(12)

The third term of Eq. 12 arises from the inhibitory feedback.
This term becomes strong against the other two terms ifreithe

the gaing is high or if the time constant of the feedback is sim-

The total membrane potential is calculated in the followingilar to one of the time constants of the postsynaptic poaénti

way:

V(s) = pN(s) + P(s) = 1()V(9) ()

where the functiorP(s) models the postsynaptic response, the§

functionN(s) is the dynamic of the NMDA channel an¢s) the
transfer function of the inhibitory neuron, hence the nigat
sign used.

Spike-timing dependent plasticity is modelled by the prod-

uct of the NMDA conductancBl(s) with the derivative of the
postsynaptic potential which, for the analytical modeljuist

the membrane potential. Later in the GENESIS simulations we | | At

will replace it by the calcium concentration. The corradatin
the time and Laplace domain is expressed as:

Ap(T) (8)

yfow n(t)dgtv(t - T)dt
9)

y[w N(-s)eSTV(s)ds

which is called Plancherel's theorem (see Porr et al. (26114)
more details). Note that the presynaptic event always happe
att = 0 and the postsynaptic event is shiftedThy

Having all equations in the Laplace domain allows us to solve
the feedback system analytically. Consequently, we cam als

calculate the STDP curve analytically (Porr et al., 2004).

it changes theshapeof the negative part of the STDP curve
(T < 0) while the positive partl{ > 0) is scaled, only.
We can now solve Eq. 7 for the membrane potentia):

_ N9 +P(9

VO =—"11m

(10)

Ap Ap

-
0

T/ms
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Figure 2: Spike-timing dependent plasticity curves witier@d inhibition. The
first row (A-C) shows STDP curves fg = 0.025 and the second one (D-F)
STDP curves fog = 0.1. The decay time of the inhibition has been altered
from left to right fromr; = 20msto r; = 200ms The dotted lines indicate the
beginning of the LTD time window. Other parametergj; = 2.1ms 7n2 =
121ms 7p1 = 2.1ms tpp = 20.1Ms

Fig. 2 shows the results for changing feedback where we have
altered both the feedback gajrand the time constant of the
feedback pathway. It can be seen that both parameters,in a
the time constant,, influence the shape of the STDP curve.

aﬁowever, the inhibition only changes tlsBapeof the negative

part of the STDP curve while the positive part is scaled, only
We have added a line\p < 0.01) showing the beginning of the
LTD time window coming from negative times.

It is clearly visible that the higher the gain of the feedback
the shorter is the time window where the pyramidal neuron un-
dergoes LTD. An increase of the gain frgm- 0.025tog = 0.1
in the first column £, = 20m9 reduces the time window from

Substituting Egs. 6 and 10 into Eq. 9 yields an integral whichgomsto 40ms Similar effects can be observed for longer values

can be solved with the method of residuals. For> 0 the
solution is:

Tna(Tnp+T)EN2T
(tn1—TN2)(TN2+TP1) (TN2+TP2) (TN2+T1 +0)
_ Tna(Tng T )e VT
(tn1—7N2)(TN1+TP1) (TN1+TP2) (TN 71 +0)

Ap(T) =
(11)

of the inhibitory decay rateg. As mentioned earlier a change
in the gain of the feedback loop can be caused by NMDA hypo-
function in the interneuron, for example during PCP treatime
This means that less inhibition causes longer LTD time win-
dows.

Also the decay rate of the inhibitory PSP influences the

where we see that the timing of the STDP curve is determinedegative time window of the STDP curve. This can be seen

by the NMDA channel dynamics (rise and decay timgg,and
™NZ)-

in Fig. 2 within one row (A-C or D-F). Here, a longer decay
(C,F) causes less LTD and a shorter decay more LTD (A,D).



The shortening of the LTD window is caused by a period of The GABA inhibitory synapse is modelled as a double alpha
LTP for negative time§ < 0 (post— pre) in the STDP curve, function:

especially visible in panel F. Thus, the longer the inhiritiasts e tirey _ gtie
the more LTP we get at aboubOms This is not a strongféect gGt)=A-gg————— a7)

but it also shortens the time the synapse undergoes LTD. Note e~ Tch,

that the decay rate of the inhibitory neuron is mainly alldsg  where A is a normalization constant chosen so thatt)
a change in the calcium Her parvalbumin (PV). In the patho- reaches a maximum value gf;. The rise time isrcy, = 10°°
logical case PV is reduced and thus, we have a longer de@y radind the decay time iger, = 1072,
(see panels C,F) which in turn causes less LTD (see diseussio The post-synapticalcium concentration [Ca] is established
section for more on this topic). by a low-threshold calcium currei, whose equation can be
described as:
2.2. Realistic Model of STDP with Feedback Inhibition
. ] . Ica(Vim) = gcan?h(Vim — Eca) (18)
So far we have been dealing with an abstract model which
had the advantage that it could be treated analytically.hWit Wheregca = 1.75 mcn? is the maximum conductance value
that model we have shown that feedback inhibition reduces thof the calcium currentV, the cell membrane potentiaca
width of the LTD window. However, we have not been ablethe reversal potential, the activation variabie="——x[m -
to determine if the GAD67 or the NMDA hypofunction model m,(V)], the inactivation variablé = —le)[h — he(V)], with
is the most likely. In the theoretical model .both hypothegls,m(v) = —L o, (V) = 044+ 25~ ho(V) =
have lead to the same result because they just cause a linear T 027 €%
gain change in the interneuron. We will show that a more re;vgw and(V) = 227 + g7 ‘v fOr a temperature of
alistic simulation will reveal a dierence because changes in 36°C.
the NMDA receptor activation in the interneuron or an aldere  The change in calcium concentration is calculated from a
GABA production will lead to dfferent éfects in the feed- single-exponential model (Traub and Llinas, 1977; De Schut
back loop. While a reduction in NMDA receptor activity might ter and Bower, 1994) which is implemented in the GENESIS
changespikingbehaviour in the interneuron, a change in GABA simulator:
concentration will directly change ttenountof inhibition act-
ing on the pyramidal neuron. For that reason we investigede i dCy/dt
biophysically realistic model to which extent those hyests [Cdl
have an gect on the'sh.ape' of the S.TDP. eurve. with 7ca =30ms, Cag] = 2mM/litre andB = 10'? (see GENE-
We created a realistic microcircuit using a custom versfon o IS documentation)
the GENESIS-sim 2.3 modelling tool (Bower and Beeman 19988 TheAMPA conduétanceis calculated as an alpha function:
which can be downloaded froisg.elec.gla.ac.uk)which P '
consists of a modelled cortical pyramidal cell and an agdch el _ e
GABAergic inhibitory interneuron. Using the GENESIS-sim gampa(t) = p(t) - Ga- ——— (21)
modelling tool, we created a cortical pyramidal cell congabs TALT TR
of two compartments (one for the soma and one for the axonvith rise and decay times =2 ms andra,=4 ms. The AMPA
The axon is connected to an inhibitory fast spiking internau  receptor conductance is multiplied by the weighwhich is
composed of a single compartment. The interneuron in turgontrolled by our learning rule (see below). The weight rep-
then causes shunting inhibition on the pyramidal neuron (Airesents the number of AMPA receptors inserted into the cell
hara et al., 2007; O’Mann and Paulsen, 2006). membrane.
TheNMDA conductanceis calculated using (Koch, 1998b):

+e 15

B-lca—C/tca (19)
[Cag] +C (20)

dVm em: — emz
Cogr = lmemtlsyn+lca (13) Inmpa(t, Vim) = On - T+7 Mg -e ™ (22)
Imem = ONa(Vm— Ena) + 9k (Vm — Ex)
with rise and decay tim = 2 ms,tn2 = 100 ms and max-
+0.(Vm— EL) (14) Y HmeeN N2

imum conductancgy. The Magnesium-block parameters are:
+96(Vm — Eci) (15) v =0.0dmV, n = 0.3¥mM and the magnesium concentration is
lsyn = 9a(Vm—Ea) + On(t Vi) - (Vm— En) (16)  [Mg] = 2mM. This can directly be compared to Eq. 2 from the
analytical section with the only flference that we have added
wheregn, is the sodium conductancgg the potassium con- the magnesium-block which is needed for a realistic model of
ductance and)_ the leakage conductancesy, is the current the NMDA channel.
generated from the AMPA and NMDA synapse&s, is the re- The learning rule is similar to the one used to derive the
verse potential of the AMPA synapdg,, is the reverse poten- analytical solution Eq.8 with the fierence that we use the
tial of the NMDA synapse anic) = —65mV which is identical ~ derivative of the calcium concentration instead of the mem-
to the resting potential of the pyramidal cell. This term)(lc  brane potential itself (Saudargiene et al., 2004; Tamasien
not present for the interneuron. et al., 2006). Weight change results from the correlatiotinef



change of the calcium concentration of the pyramidal cethwi
the activation of the NMDA receptor:

d d
dpt = - Onmpa(t) - a[ca]

whereyu is the learning rate an%% is the change of AMPA
receptors in the membrane.

(23)

0.03

A —%—gNMDA=15nS B
—— gNMDA=0nS

0.02

0.03

—— gCI=0.75nS
- - -gCl=0.5nS
---e+ gCI=0.25n8

0.02

0.01 0.01

Ap

Q
<

01 0

-0.01 -0.01

-0.02 -0.02
-0.06 -0.04 -002 0 0.02 0.04

Tis

0.06 -004 -0.02 0 002 004
Tls

Figure 3: Comparing the NMDA (A) with the GAD67 (B) hypothesi A)
Solid line: NMDA conductance of 15nS and dashed line with &fM con-
ductance of 0 nS. Note, these curves are identical. B) STbPgenerated
with different inhibition gaingc|. Solid line isge) = 0.75nS, dashed line
is gc1 = 0.5 nS, dotted line isgc) = 0.25nS. Parameters were for the pyra-
midal cellgna = 65 uS,0k = 0.1 uS,g. = 25nS Ena = 0.055V,Ex =
-0.090V,E, = -0.065V,Exn = 0 m\.Eny = 0 mV and for the interneuron
Ona = 65uS,0k = 0.1 uS, gL = 25nS, Ena = 0.055V, Ex = —-0.090V, E| =
—0.065V,Epo = 0m\V,Ey = OmV.

3. Resaults
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Figure 4: Further investigation of the role of the NMDA cheahim STDP. Line
with crosses: normal condition wity = 15nS andga = 40 nS. Solid line:
stronger contribution of the NMDA channel witly = 90nS andga = 40nS.
Dashed line: NMDA channel generates the spike because theAddhannel
is switched & with gy = 90nS andga = 0nS.

In order to strengthen the point that the NMDA receptor in
the interneuron has no contribution to the shape of the STDP
curve we ran 3 simulations where we first increased the NMDA
conductance and then switcheff the AMPA channel (see
Fig. 4). Note that for standard interneurons the maximum con
ductance of the NMDA receptor is about 10% of the AMPA
receptor, meaning that the contribution to an EPSP is mainly

As mentioned before the purpose of the realistic simulathrough the AMPA receptor (Angulo et al., 1999). However, to
tions is to determine which hypothesis should be favoureel: t investigate the influence of the NMDA receptor we increased
NMDA hypofunction or the GAD67 hypofunction. We tested its conductance from 1B6S to 90 nS making the NMDA re-

the microcircuit (Fig. 1) with the same stimulation protbee

ceptor two times stronger than the AMPA receptor (see Fig. 4

naptic action potential in form of a delta pulse which theti-ac

not change the shape of the STDP curve compared to the con-

vates both the NMDA and the AMPA receptors. At the postsy-rol condition (line with crosses). This confirms what hastbe

naptic input a current injection evokes a single action ipiidé
which in turn causes an action potential in the interneuftme

said in the previous paragraph: the NMDA receptor is too slow
so that the AMPA receptor has already caused the interneuron

fined as before.

3.1. NMDA hypofunction

receptor itself to the STDP curve we switchefil the AMPA
receptor completely (dashed line) and leave the NMDA con-
ductance at 90S because at 18S the interneuron would not

We first tested the NMDA hypofunction hypothesis which SPike-  In this case we get the same STDP curve but shifted
states that reduced NMDA activation in the perisomatic in-2Pout 1ms to the right. This is expected because it is the

terneurons will lead to less inhibition. This in turn shothén

slower reaction time of the NMDA receptor which causes the

lead to a wider LTD window. Consequently we changed thdnterneuron to spike slightly later. However, at this poir

NMDA conductancegy from its normal value 18S to OnS.

This can be seen in Fig. 3A. However, the STDP curves for bot
conditions 15S and S are identical where the latter actually
means that we have no NMDA channels at all. What is the re

a-

have created a very unrealistic situation to seeféaceat all:

the NMDA conductance is six times higher than normal and

there is no AMPA channel. Coming back to normal AMPA and
NMDA conductances makes it clear that spikes in internesiron

son that the NMDA receptor has no influence on the shape di'® caused by AMPA channels and not by NMDA channels. In

the STDP curve? The reasons behind it are tifiedint reac-

conclusion it seems so that reduced NMDA receptor actimatio

tion times of NMDA and AMPA receptors. The EPSPs of theWill not lead to a change in the STDP curve because the contri-

NMDA channel always happens a bit later than the EPSP ge

fution of the NMDA receptor is too small and it reacts too slow

erated by the AMPA channel so that the interneuron is alread§9@inst the AMPA receptor.
spiking when the NMDA channel contributes to changes in the Finally, we also tested the overall robustness of the model.
membrane potential. For that reason the NMDA receptor doeshe STDP shape is robust to variation of the NMDA and

not contribute to the spiking of the interneuron.

AMPA conductances on both the interneuron and the pyrami-



dal cell. This is mainly due to the fact that we have spikingincreases to over four times the original amplitude. Thesha
neurons because as long as they generate the same amounobthe curve is approximately that of dif{x) = 1/x function
spikes the results will be very similar. Even this requiraime which is expected for shunting inhibition.

can be relaxed for the interneuron which is allowed to spike In conclusion we see that the STDP curve will change rather
one or two times without changing the results as long as thgradually with altered GABAergic inhibition. This also mea
conductances agne[15nS. .. 49nS)], gae[45nS...68nS]and  that even small changes in the GABA release will actuallyseau
0ci€[0.0InS. .. 10.0nS]. The pyramidal neuron needs to spike changes of the shape of the STDP curve because it is a linear
once so that we have a properly defined spike timing whictprocess.

is the case whegne[15nS...90nS] ,gae[ONS...40nS] and

9gci€[0.01nS. .. 10.0nS]. As mentioned above the other nec- 3.3. GAD67 hypothesis is more likely than NMDA hypofunc-
essary condition is that the NMDA decay time is longer than tion

the AMPA decay timern, > Ta2 Which is always the case in

biophysically realistic cases. Comparing the results it is apparent that a reduced GAD67

hypofunction is most likely the cause for cortical hypofunc
Inhibitory feedback gain vs LTD amplitude tion rather than the NMDA hypofunction. This is because the
NMDA receptors contribute poorly to the EPSP in the interneu
ron in contrast to the much stronger AMPA receptors. On the
contrary the GADG67 defect reduces the GABA release gradu-
ally and will always lead to a reduction in inhibition. In eth
words: small changes in GAD67 will lead to small changes in
the STDP curve and vice versa. For that reason the GAD67
hypothesis seems to be more probable.

normalised LTD amplitude

4. Discussion

S We have shown thatreductiorof inhibitory function in cor-
0 01 02 03 04 05 06 07 08 tical micro-circuitsincreaseshe contribution of LTD in spike
gCl/nS timing dependent plasticity. We tested the so called NMDA hy
pothesis and the GAD67 hypothesis to find out which one is the
Figure 5: Relation between the GABA inhibition and the LTDglitude: plot most likely Candldate tFJ C?‘“SG more synaptlc depressioe. Th
of the normalised LTD amplitudes against tyg conductance of the GABA  results from our realistic simulations point clearly todsithe
receptor on the pyramidal neuron. Normalisation agairst®D amplitude at ~ GAD67 hypothesis.
ger = 0.75nS. The predicted sustained long term depression in the cortex
will also lead in the long run to the pruning of thé&ected
) synapses (Shinoda et al., 2005). The link between synaptic
3.2. GADG7 hypofunction pruning and Schizophrenia has been investigated for n&arly
The second group of simulations were done by reducing thdecades (Feinberg, 1982; Rapoport et al., 2005; Iglesids an
conductance of the GABA synapse, simulating a reduction o¥illa, 2007) and is well established. Consequently, theiltss
the GABA release due to a hypofunction of GAD67. We deter-of our study suggest that the synapses which have undergone
mined the STDP curve using inhibitions offidirent strengths LTD for a sustained time will be pruned and will no longer be
(see Fig. 3B) by changing the CI conductance from5S  part of the cortical network.
to 0.25 nS. With strong inhibition we have the same STDP In this paper we have focussed on the loss of inhibitory func-
curve as in Fig. 3A that was generated@gr = 0.75nS. With  tion. Other argue that there is some evidence that the number
less strong inhibition the depth of LTD increases fre01to  of PV cells is reduced (Beasley and Reynolds, 1997) and also
—0.02 while the LTP part is urffected. Thus, a reduction of that the number of axon terminals on the axon initial segment
GABA to a third of its original value leads to a change of theis reduced (Pierri et al., 1999). However, the general awise
LTD part of the STDP curve. tends towards @oss of function reflected in PV and GAD67
In contrast to the NMDA hypothesis the GAD67 hypothesisexpression (Straub et al., 2007; Guidotti et al., 2005)daced
is a rather gradual phenomenon because the GABA release cBiMDA mediated input as well as a reduced inhibitory output
be gradually reduced which can already be seen in Fig. 3B: théKehrer et al., 2008).
more inhibitory gain the less LTD. To demonstrate this more Virtually all modern hypotheses about Schizophrenia focus
clearly we have plotted in Fig. 5 the relation between the in-on the hypofunction of inhibitory neurons in the prefrontal
hibitory gaingc) and the amplitude of the LTD part of the STDP cortex (Paz et al., 2008; Lisman et al., 2008; Lewis et al.,
curve. The conductanag = 0.75nS is our reference point 2005). However there are conflicting views on which defect
as it is the conductance under normal conditions. If we dein the inhibitory neurons is responsible for its hypofuonti
crease the conductance, the LTD amplitude increases dladuaTwo major hypothesis have been brought forward: one centres
to about two times the original level gty = 0.1nS and then around NMDA hypofunction and the other around a reduction
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of GAD67 where the latter is an enzyme responsible for the syntime constant of the calcium decay after a spike in the in-
thesis of GABA. We are first discussing the GAD67 hypothesiderneuron. It has been proposed that the reduction of PV in
and then the NMDA hypothesis. Schizophrenia is a compensatory mechanism which aims to in-
GAD67 is an enzyme that synthesises GABA in the in-crease the gain of the interneurons and therefore the tidnibi
hibitory neurons (Straub et al., 2007; Guidotti et al., 2005 (Lisman et al., 2008). However, we have shown in the GENE-
Indeed a strong reduction of GAD67 is found in the pre-SIS model that the longer inhibition by the Ca dynamics has no
frontal cortex of Schizophrenic patients (Akbarian etH95).  influence on the STDP curve.
GADG67 in turn is driven by TrkB which is also reduced in  On the network level this looks a bitftierent because a di-
Schizophrenic patients and is a strong candidate for theahct minished NMDA activation will have anfiect because of less
cause of Schizophrenia (Lewis et al., 2005). A reduction ofonger lasting inhibition. This means that on the netwoxlele
GADG67 works on the release side and is therefore graded. Iless NMDA activation will lead to more activity. This has Inee
the GAD67 model a reduction of GABA release could be vir-recently pointed out by Lisman et al. (2008) who proposes tha
tually any fraction compared to control whereas NMDA hypo-cells in fact reduce their PV concentration to “fake” theden
function can only change the number of spikes after an EPSP iNMDA activation in interneurons. While this has nfiect on
the inhibitory neuron. The less GADG67 is synthesised intthe i the STDP curve this is an important property for network sta-
terneuron the less GABA will be released which causes arathéility which leads to the last point, namely netwoifkezts.

gradual reduction in inhibition. This model is straightf@rd This study has dealt with feedback inhibition and how it in-
and can easily explain the cortical hypofrontality in Sopilare-  fluences spike-timing dependent plasticity. While mairdgb
nia and has a directiect on the STDP curve. ket cells are responsible for feedback inhibition, Chaiedel

In contrast to the GAD67 hypothesis the NMDA hypothe-cells are mainly responsible for feedforward inhibitionov#
sis is rather inconsistent. The model for NMDA hypofunctionever, Chandelier cells do not innervate the cell body buirthe
gains its momentum from thdfects which NMDA antagonists tial axon segments of the pyramidal neurons (“cartridgast
have on cortical and cognitive function, especially Ketagni have therefore little influence on the somatic potentialoltin
and PCP (Morris et al., 2005). Administered in humans, theyurn is responsible for the shape of the STPD curve. A hypo-
causenstantlyhallucinations and other symptoms known from function of the chandelier cells has strorfteets on the wider
Schizophrenic patients. In rodents aftronic application  cortical network, especially working memory. In these wide
they impair extra-dimensional set shift tasks which ar@ess networks oscillations in the gamma frequency range are impo
ated with prefrontal cortical dysfunction (Egerton et 2008).  tant to guarantee proper processing. This goes far beydsnd th
Note the diference in the experimental setup: while in humanspaper as it requires a working memory model and will be inves-
the deficits show up instantly after application of PCP or Ke-tigated in the future.
tamine, in the animal model they appear only after chronic ap The classical model of spike-timing dependent plasticity
plication of 5 days or more. measures the time between pre- and post-synaptic potential
The observedféects point to a rather complex interaction of and then looks up the weight change in a predefined func-
different factors compared to the straightforward interpictat tion. Generally this is either created specifically, or isikl
of the GADG67 hypothesis. From our simulations above we havérom rather computational principles, for example, theikep
learned that a reduced NMDA receptor activity will not lead t response” model (Jolivet et al., 2003). Recently, thissitad
a change in STDP. From that it is clear that STDP seems nahodel has been improved by taking into account the postsy-
to be the cause for the long terrffects after chronic adminis- naptic potential (Clopath et al., 2010). In our case the STDP
tration. We need to look closer into thé&ects of the NMDA  curve emerges by integrating the learning rule (Eq. 8) widch
antagonists. based on biophysical parameters. The advantage of thiatis th
An interesting aspect of the NMDA hypothesis arises fromwe are not limited to two discrete time events (e.g. pre- and
the fact that this is an input related defect: NMDA hypofunc-postsynaptic spike) but can actually calculate STDP in a net
tion needs to be detrimental enough to prevent spiking in thevork with many inputs without complicating the model o
interneuron or at least is able to reduce the number of spikeincreasing the computational complexity (Tamosiunaitalgt
This can only work if the NMDA receptors have a strong contri-2006). This is especially important in our model where we
bution to the EPSP in interneurons. However, even a “stronghave three events occurring; the pre-synaptic input, the-po
contribution of the NMDA receptor to the EPSP seems to besynaptic input and then the third being the inhibitory fesacib
only in the range of a few percent (Angulo et al., 1999) whichfrom the interneuron. This model could also be extended-to in
weakens the point that NMDA hypofunction has a strong influ-clude more complex dendritic input dynamics which arisemvhe
ence on the spiking behaviour of interneurons. we take into account backpropagating spikes and localwalci
So far we have been discussing only a change of the gaispikes in distal dendrites as investigated in Tamosiureditd.
of the inhibition and not the timing of the inhibition. Neur® (2007a,b). However, this would go far beyond the scope ef thi
which have reduced NMDA functioning contain the Calcium paper and would prevent an analytical treatmeant so that we
buffer parvalbumin (PV). This bier modulates especially the have concentrated here on short range connectivity clogeto
decay of the Calcium concentration after a spike. Thereds evsoma which can be assumed to happen simultaneously.
idence that in Schizophrenic patients the parvalbumineonc  The learning rule (Eq. 23) uses the derivative of the calcium
tration in the interneurons is reduced. This leads to a Iongeconcentration (Eqg. 19) which in turn has been modelled asta fir
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order low-pass which lumps together the biophysical paramesgerton, A., Reid, L., McGregor, S., Cochran, S. M., MorBs,)., Pratt, J. A.,
ters of the calcium dynamics (De Schutter and Bower, 1994) May 2008. Subchronic and chronic pcp treatment producepdeatiy dis-

caused by the influx of calcium through the NMDA channel

tinct deficits in attentional set shifting and prepulse lition in rats. Psy-
chopharmacology (Berl) 198 (1), 37-49.

(De Schutter and Bower, 1993). Our phenomenological modeteinperg, 1., 1982. Schizophrenia: caused by a fault in farogied synaptic
about the calcium dynamics could be enhanced by a more de- elimination during adolescence? J Psychiatr Res 17 (4,334
tailed calcium model as outlined in Rubin et al. (2005) which _ URL http://www.hubmed.org/display.cgi?uids=7187776

takes into account the complex interactions between the ca

reund, T. F., Katona, ., Oct 2007. Perisomatic inhibitibieuron 56 (1), 33—
42.

cium channels and the calcium concentration. However, thiS URL nttp://www.hubmed.org/display.cgi?uids=17920013
would make a direct comparison between the analytical anuidott, A, Auta, J., Davis, J. M., Dong, E., Grayson, D, Reldic, M.,

biophysically realistic model morefiicult.

Zhang, X., Costa, E., Jul 2005. Gabaergic dysfunction ifesgirenia: new
treatment strategies on the horizon. PsychopharmacolBgyl) (180 (2),

Possible ways of treatment are consequently the boosting of 191 505,

the inhibitory system. Our plasticity model predicts tHadge

Hebb, D. O., 1949. The organization of behavior: A neuropgtmgical theory.

drugs should be successful which increase the “gain” of the Wiley-Interscience, New York.

inhibitory system. For example, benzodiazepines incréase

gain of the GABA transmission by increasing the frequency of

Iglesias, J., Villa, A. E., May-Jun 2007 fiect of stimulus-driven pruning on
the detection of spatiotemporal patterns of activity igéaneural networks.
Biosystems 89 (1-3), 287-293.

the Cl channels. On the other hand, we predict that GABA ag- URL http://www.hubmed.org/display.cgi?uids=17324499

onists will not be suitable to boost LTP in the cortical citoy
because they just increase the inhibitory bias on the pyraimi
neurons but not thehangeof the postsynaptic potential which
is ultimately responsible for the shape of the STDP curve.
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