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Abstract 
Cortical receptive fields I have recently been 
shown to be wider during synchronized than 
during non-synchronized EEG states, where, 
in addition, they can shrink.over time in re- 
sponse to flashed stimuli. In the present pa- 
per we employ a neural field approach to de- 
scribe the cortical activity patterns analyt- 
ically. Expressions for  spatio-temporal re- 
ceptive fields are derived and fitted against 
experimental data. The model supports 
the idea that the obserued receptive field 
restructuring is mainly driven by state- 
dependent LGN firing patterns (burst us. 
tonic mode). 

1 Introduction 
Receptive field sizes in the primary vi- 
sual cortex (Vl) have recently been shown 
to depend on the state of the Electroen- 
cephalogram (EEG) [12]. In synchronized 
states (dominated by a- or &waves) they 
are significantly wider than in less or non- 
synchronized .states (P-EEG). In addition 
their width can considerably shrink over 
time in response to flashed light spots during 
non-synchronized states (Fig.lC and [12]). 
Different LGN firing patterns during dif- 
ferent EEG states have been suggested as 
the main mechanism for this restructuring 
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[12]. During synchronized EEG, LGN cells 
respond to visual stimuli mainly with a con- 
trast independent phasic burst of spikes at 
high frequency (Fig.lA). These bursts are 
strong enough to drive cortical cells also fur- 
ther away from the main projection column, 
whereby they evoke wide receptive fields. 
In contrast, during non-synchronized states, 
the burst component is often diminished. 
Instead, LGN cells respond with a long- 
lasting tonic firing pattern at  much lower 
(and contrast dependent) rates (Fig.lB). 
Accordingly, one expects a transient and rel- 
atively broad initial receptive field (due to 
the burst) which sharpens quickly (due to  
the tonic component) just as observed ex- 
perimentally (Fig.lC). 

The above hypothesis has been tested by 
means of biologically detailed computer sim- 
ulations [12]. The present paper takes a 
more abstract level of description in form of 
neural field equations [l, 7, 111. Those en- 
able an analytical derivation of the spatio- 
temporal cortical activity, the explicit time- 
dependence of the receptive field width, and 
first firing times of differently strongly ex- 
cited neurons. Moreover, cortical parame- 
ter sets can be obtained by fitting the model 
against experimental data. 

2 Theory 
The cortical layer V1 is idealized by a one- 
dimensional array of cells [l, 6, 7, 111. V1 re- 
ceives input from LGN whereas lateral and 
feedback connections are neglected. Those 
had been implemented in our earlier large 
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Fig.1: A,B: Peri-stimulus-time histograms of 
visual responses of an LGN relay cell during dif- 
ferent EEG states in an anesthetized cat. The 
stimulus in form of a small light dot was on be- 
tween 0.4 s and 1.2 s., Note that in both EEG 
states, the neural response starts with burst- 
ing. Parts (5  s) from EEG-traces are shown 
in the insets. C: Shrinking of receptive field 
width of a cortical cell with latency after stim- 
ulation, recorded during the non-synchronized 
EEG. The total number of spikes is grey-scale 
coded (0-40 I/s). 

scale simulations [121, but their influence 
was not essential for the main mechanisms 
of state-dependent receptive field sharpen- 
ing. Therefore, the neural activity in V1, +, 
can be written as a spatio-temporal convo- 
lution with the LGN input, I(z, t):  

The kernel g ( t )  in (1) describes the cor- 
tical temporal response function and K ( z )  
the feedforward projections from LGN to 
cortex. We choose 

1 KO 
g( t )  = e-'lTand K ( z )  = - e - q  (2) 6 
Thus, the temporal cortical dynamics is as- 
sumed to follow a first order low pass dy- 
namics with time-constant T .  In assuming 
a Gaussian connectivity profile for K ( z )  we 
restrict our considerations to single on- or 
off-subfields. Receptive fields consisting of 
several subfields can be .modeled by super- 
positions of several responses of the form 
(1) with appropriate g and K .  The factor 
KO/& in (2) plays the role of an effective 
synaptic strength. 

In a first approximation, we assume that 
the input from LGN to V1 is separable 
in space and time: I ( z , t )  = , ( z ) l t ( t )  
(cf. [3, 71) and can be expressed by phe- 
nomenological activity functions. Experi- 
mental stimuli in [12] are small light spots. 
Those evoke localized activity profiles in the 
LGN, which are represented in our model by 
a Gaussian function I,(z), Eqn. (3). The 
temporal component It (t)  of the LGN activ- 
ity is modeled by the phenomenological ac- 
tivity functions (4) and (5), which already 
contain the state-dependence and approxi- 
mate the experimentally observed LGN fir- 
ing patterns (Fig. lA,B): 

Is t ( t )  = ClO(t)O(tl - t )  (4) 
I n s t ( t )  = Is&) + c2@(t - tl)O(t2 - t ) (5 )  

In (4) and (5), O(t)  is the Heaviside func- 
tion. 1st (t)  describes the high-frequency 
burst of spikes in the synchronized EEG in 
form of a rectangular pulse of strength c1 
lasting from t = 0 to tl .  The bursts are 
due to intrinsic LGN membrane properties 
(low-threshold Ca-bursts) and the interplay 
with inhibitory PGN neurons, modeled in 
more detail in [12]. Inst(t) contains the ad- 
ditional tonic component of height c2 < c1 
lasting from tl to t 2 .  

We are now ready to compute the cortical 
spatio-temporal activity profile +(z, t) .  Be- 
cause we assumed stimulation by small light 
spots, this profile can be interpreted as the 
cortical point spread function or, in light of 
the linearity and spatial homogeneity of the 
model, as the spatio-temporal receptive field 
of our model cells. Inserting the assump- 
tions (2)-(5) into ( l ) ,  one observes that 
the cortical response separates into a spatial 
component X ( z )  and a temporal component 
T( t ) ,  that is +(z,t)  = X(z)T( t ) .  The inte- 
grals for X and T, however, can be solved 
analytically. X ( z )  is a convolution of two 
Gaussians, the input distribution I ,  (z) and 
the feedforward kernel K(z ) :  

where u," := + and the approximation 
holds for small stimuli, 01 << uo. 

For the temporal factor T( t )  one gets 
three different regimes t o  I t < t l ,  tl I t < 
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t 2 ,  and t2 5 t. t o  accounts for latencies be- 
tween stimulus onset and cortical response. 
Setting Ac := c1 - c2 for the difference be- 
tween burst and tonic firing, this leads to 
the following term for the non-synchronized 
state ( 5 )  

cl(1- e-?) 
c2 - s e - ?  + Ace-?(7) { s e - 9  - cle-? +Ace-? 

T( t )  = 

The synchronized response T( t )  is obtained 
from (7) by setting c2 = 0. A typical corti- 
cal response $(z , t )  = X(z )T( t )  in the non- 
synchronized state is shown in Fig. 2 and 
should be compared with Fig. 1C. It can be 
seen that the membrane potential quickly 
increases to its maximum value during the 
burst phase and afterwards declines to the 
value of the tonic component. 

spatio-temponil membrane potential - 

Fig.2: Cortical potential 4(z, t) for the non- 
synchronized case with the following parame- 
ters: 00 = 1.7, 01 = 0 . 5 , ~  = lO.Oms, tl = 
40ms, t z  = 300ms, c1 = 8OI/s, cz = 4011s (cf. 
Fig. 1 C). 

Now, that we have derived analytical 
expressions for the membrane potentials 
$(z,t)  we consider lines of equal potential 
defined by 

$(z, t )  = X(x)T(t) = K = const . (8) 

This relation can either be solved for z = 
x(t;n) or t = t ( z ; ~ )  giving the equipoten- 
tial lines in parameterized form. Of par- 
ticular interest is the case where K equals 
the firing threshold 6 (which is assumed to 
be the same for all cells; the exact form 
of the output-function above threshold does 
not matter at this point of the discussion). 
Then z(t;  K )  describes the time course of the 
boundary between silent (subthreshold) and 
firing (superthreshold) cells. This is equiva- 
lent to the width of the spatio-temporal re- 
ceptive fields as observed in experiments by 
extracellular recordings of firing rates. In- 
serting X(x) from (6) into (8) and isolating 

x we get 

Using (7) for T( t )  we obtain'the receptive 
field width for flashed stimuli. Example 
curves are plotted in Fig. 3 (left). Note that 
the width of the excited region closely re- 
sembles the experimental results although 
the width 0,. of the distribution of poten- 
tials is constant over time. The receptive 
field sharpening is explained by a decreas- 
ing region of cells above threshold (cf. dis- 
cussion). 

Fig.3: Width of the receptive field, z ( t )  (left), 
and cortical firing latencies, t ( z )  (right), for the 
regime t o  5 t < t l ,  both for different values of 
IE. (Eqn. (10) also has a negative solution -z( t ) ,  
which is symmetric and left out for simplicity.) 

Analogously, t ( z )  can be determined. For 
K = 6 this defines the times, when cells at 
location x reach threshold, i.e. when they 
start or stop firing. Using (7) in the range 
to  5 t < tl for T( t ) ,  one finds for the cortical 
onset times 

KT 67- 2 2  
M- I +  - (12) 

c1X(z) = 7cGx ( 2 4 )  

The approximations utilize Taylor expan- 
sions for ln(1 - z) and X(z) and are valid 
as long as KOCIOI >> K ,  z << 00 and again 
u1 << 6 0 .  Eqn. (12) shows that the;laten- 
cies increase quadratically with increasing 
distance z of the stimulus (spot) from the re- 
ceptive field center (Fig. 3 right). A decrease 
of t can either be due to larger firing rates 
during LGN bursts c1, a larger stimulus ~ 1 ,  

or higher synpatic strengths KO. The depen- 
dence on stimulus size should be testable in 
experiments. Firing rates of LGN-cells dur- 
ing Ca-bursts and synaptic strengths, how- 
ever, are far more complicated to be con- 
trolled in experiments. 
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3 Experimental Data Fit 
To test whether the model can accurately 
describe the experimental data and to esti- 
mate the model parameters, we fitted the 
analytical activation function derived in the 
previous section against experimental data. 
We used firing rates v(z, t )  of on- and corre- 
sponding off-subfields of 16 V1 cells recorded 
during both states of the EEG. Each field 
was sampled at 20 positions with .5 degree 
resolution and 30 time slices of 10 ms bin 
size (Fig. 4; for a detailed description of the 
experimental setup see [12]). Since the data 
were only sampled during stimulus presen- 
tation t 2  was fixed at  300 ms in the fit. 

non-synchronized EEG 

synchronized EEG 

Fig.4: Top: Experimental spatio-temporal re- 
ceptive field activity of an example cell during 
non-synchronized EEG. Bottom: Same cell dur- 
ing sypchronized EEG. The tonic component is 
diminished. 

The potentials 4(z,t) are supposed to 
transform into firing rates by means of a 
rectilinear function f(4) = ,B[$ - 61, + b 
[4] where b accounts for spontaneous back- 
ground firing. Note, that 4(z,t) contains 
products of model parameters. This implies 
that we cannot determine all these parame- 
ters independently. For the same reason we 
may set p to unity. We determined the pa- 
rameters of 4(z, t )  by nonlinear least square 
fits (Levenberg-Marquardt [8]) of the data 
to the function 

v(z,t) ct [ X ( z  - a)T( t )  - 29]+ + b . (13) 

For X we considered an (arbitrary) offset a 
of the receptive field center. From the fit, we 

can not directly obtain the parameters of the 
temporal LGN input c, ,  but only the prod- 
ucts C, := kc, , i  = 1,2, with k = Koaoa~/a, 
(see Eqn. (6)). 

For most subfields good fits were obtained 
(cf. Fig. 5). The mean standard deviation - 
calculated from the squared differences be- 
tween fit and data - is of the same magni- 
tude as the standard deviation of the base- 
line noise. In general, the fit is not as good 
for the receptive fields measured during syn- 
chronized EEG as during non-synchronized 
EEG. This is probably due to the missing 
tonic component. 

The on-subfields in the non-synchronized 
case exhibited a significant adaptation dur- 
ing.the tonic phase (cf. Fig. 5 right, 100- 
300 ms). In these cases an adaptation term 
was added to the fitting function (Eqn. (7)), 
i.e. c2 was replaced by c ~ e z p ( - ( t  - t l ) / ~ , ) .  

0 I 1 4 1 h  0 1w 2 5 , ~  

Fig.5: Model fit to an example data set (on- 
subfield during non-synchronized EEG). Left: 
Spatial fit for different times (0, 80, 140, 200 ms) 
Right: Temporal fit at a constant spatial posi- 
tion (the center of the Gaussian). 

rpiL deg urn ms 

Comparing the parameters for on- and off- 
subfields in the two EEG states obtained 
from the fit, only few systematic depen- 
dences can be observed. The main differ- 
ence is a delay of the off-subfields of approx. 
20 ms ( to  = 43 ms) compared to on-subfields 
( to  = 21 ms), which is in accordance with 
the literature [9, 51. The main EEG state- 
dependence turns out to be the difference 
AC between C1 and C2, which is propor- 
tional to the difference of LGN activity dur- 
ing burst and during tonic phase (Fig. 6). 
AC is about twice as high in the synchro- 
nized (29 I/s) than in the non-synchronized 
state (16 I/s). Moreover, we find that bursts 
are more pronounced in the synchronized 
state (Fig. 6 left). 

The burst duration instead seems to be 
state-independent and was on average 38 ms 
long. The difference between burst and 
tonic phase is mainly responsible for the re- 
structuring of the receptive fields from wide 
to small. Somewhat surprisingly, we find 
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O' onsuhtdd nffsuhfleld ' 
Fig.6: State-dependence of C1 (left) which is 

proportional to the height of the burst compo- 
nent and CZ (right) which is proportional to the 
height of the tonic component (cf. Eqn. (7)) as 
obtained from the fit to different on- and off- 
subfields. Some fits had to be excluded, since 
the cells had no off-subfield. 

that the other model parameters do not ex- 
hibit dependences on EEG-state or on sub- 
field type. Still, due the small overall stan- 
dard deviations and due to the small stan- 
dard deviations of the individual parameters 
(as calculated from the covariance matrix), 
it seems that our relatively simple approach 
is able to describe the dynamics in a statis- 
factory way. 

For the remaining temporal parameters, 
we obtained T = 13 f 7 ms, t l  - to  = 
38 f 17 ms, T, = 541 f 238 ms, which is 
in agreement with the literature [3, 101. Al- 
though we used a pool-dynamic approach, 
,a constant T seems to be an adequate de- 
scription, even for the different global states 
loccuring in the experiment [12]. The spa- 
tial extension of the receptive field uT was 
con average 4.1 deg. 

4 Conclusions 
We have introduced a neural field model of 
LGN and V1 to describe EEG-dependent re- 
ceptive field changes, which have recently 
been shown to exist in V1 [12]. The analytic 
expressions for the cortical spatio-temporal 
activity, Eqns. (6) and (7), show that this 
restructuring can be explained by state- 
dependent thalamic firing patterns (burst 
vs. tonic mode) and a pure feedforward 
mechanism. The restructuring is due to 
an 'iceberg' effect with a constant thresh- 
old 6: the potential distribution @(z, t)' = 
X ( z ) T ( t )  consists of a spatial activity pro- 
file X ( z )  with constant width, but a time- 
and state-dependent T .  Therefore, the re- 
gion of firing cells above threshold is time- 
dependent and sharpens with latency from 
stimulus onset. Hence, the sharpening 
should be ovservable in extracellular record- 

ings of firing frequecies, but not in intra- 
cellular recordings of membrane potentials. 

To test this hypothesis the model was fit- 
ted against experimental data. Here, it is 
most important that the fit is successful, al- 
though the width U, of the spatial profile 
of the estimated membrane potentials 4 is 
constant over time. Also the firing thresh- 
olds 19 is constant during the whole 300 ms 
response period, even though a strong mod- 
ulation of the receptive field is present (as 
measured from spike rates). This supports 
the hypothesis that the experimentally ob- 
served receptive field changes are mainly due 
to changing input from LGN and not due to 
recurrent synaptic interactions in V1. Such 1 

intracortical circuits have been suggested to 
be responsible for the sharpening of orienta- 
tion tuning curves [2, 101. We neglected ori- 
entation effects in our model, but one should 
note that receptive field sharpening by re- 
current intracortical processes would lead to 
changes in the width U, of + ( z , t )  (similar 
to [2, IO]). In contrast, our model predicts 
a constant width. This difference between 
a feedforward and a feedback mechansim 
could be further investigated by intracellu- 
lar recordings. 

Based on this first analysis of single sub- 
fields, on- and off-fields will be added to the 
model to examine the influence of the re- 
structuring on the interaction of different 
subfields. 
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