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Abstract We investigated how changes in the temporal
firing rate of thalamocortical activity affect the spatio-
temporal structure of receptive field (RF) subunits in cat
primary visual cortex. Spike activity of 67 neurons 
(48 simple, 19 complex cells) was extracellulary record-
ed from area 17/18 of anesthetized and paralyzed cats. A
total of 107 subfields (on/off) were mapped by applying
a reverse correlation technique to the activity elicited by
bright and dark rectangles flashed for 300 ms in a 20×10
grid. We found that the width of the (suprathreshold) dis-
charge fields shrank on average by 22% during this 
300-ms-long stimulus presentation time. Fifty-eight sub-
fields (54%) shrank by more than 20% of peak width and
only ten (less than 10%) showed a slight increase over
time. The main size reduction took place 40–60 ms after
response onset, which corresponded to the transition
from transient peak firing to tonic visual activity in thal-
amocortical relay cells (TC). The experimentally ob-
tained RFs were then fitted with the aid of a neural field
model of the primary visual pathway. Assuming a
Gaussian-shaped spatial sensitivity profile across the RF
subfield width, the model allowed us to estimate the sub-
threshold RF (depolarization field, D-field) from the
minimal discharge field (MDF). The model allowed us to
test to what degree the temporal dynamics of thalamo-
cortical activity contributes to the spatiotemporal chang-
es of cortical RFs. To this end, we performed the fitting
procedure either with a pure feedforward model or with
a field model that also included intracortical feedback.

Spatial and temporal parameters obtained from fits of the
experimental RFs matched closely to those achieved by
simulating a pure feedforward system with the field
model but were not compatible with additional intracor-
tical feedback. Thus, our results show that dot stimula-
tion, which optimally excites thalamocortical cells, leads
to a shrinkage with respect to the size of the RF subfield
at the first transient response of visual cortical RFs
which seems mainly due to a change in the thalamic fir-
ing pattern. In these experiments little or no influence
from intracortical sources was observed, which, howev-
er, may play a role when using more complex visual
stimuli.
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Introduction

Numerous recent studies have shown that the receptive
fields (RFs) of neurons in the primary visual cortex of
mammals are not static over time and space but show spa-
tiotemporal dynamics at different time scales. Slowly de-
veloping and usually long lasting changes occur during
so-called plastic changes (cortical plasticity), which are
related to circuit reorganizations after lesions (Gilbert
1996; Eysel and Schweigart 1999) and use-dependent syn-
aptic plasticity (Eysel et al. 1998). Much faster changes in
size, sensitivity, and signs of RF components can be ob-
served even during the time course of a single visual re-
sponse (DeAngelis et al. 1993) and are thought to be relat-
ed to changes in synaptic efficiency, adaptive processes
intrinsic to the neuron, and the concerted action of feed-
forward and feedback circuits. These fast dynamics of RF
parameters seem to contribute to, or may even generate,
higher-order RF properties such as selectivity for the di-
rection of a moving contrast border (DeValois and Cottaris
1998; Murthy and Humphrey 1999) or context-dependent
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modification of the center response by regions surround-
ing the classic RF (Knierim and van Essen 1992; for a re-
view, see Wörgötter and Eysel 2000). While the latter is
mainly related to lateral cortical interactions, direction-se-
lectivity may evolve from thalamocortical inputs with dif-
ferent visual delays.

Commonly, the RF is defined as the retinal area
where a sensory neuron responds to stimulation (Levine
and Shefner 1991). The area where a neuron responds
with action potentials is called the (output) discharge
field (Hartline 1940), whereas the usually larger area of
synaptically evoked (subthreshold) membrane potential
changes is called the synaptic (integration) field (Kuffler
1953). Since our analysis is only concerned with excita-
tory inputs, we will use the terms D-field for subthresh-
old depolarization and minimal discharge field (MDF)
for the suprathreshold responses (see Bringuier et al.
1999 for an investigation of the relation between synap-
tic field and MDF).

Recently, we have demonstrated that even a very
“simple” stimulus such as a flashing dot or bar can evoke
dynamic cortical responses reflected by spatiotemporal
changes of RF sensitivity nature (Wörgötter et al. 1998).
In response to the flashing stimulus (300 ms duration),
the “early” RF was wider than the “late” RF. The current
study was undertaken to analyze whether the shrinkage
of the cortical RF subfields during visual stimulation
with a spot may be related to the temporal pattern of the
thalamic input, which changes from a transient overshoot
of activity (peak) to a tonically elevated firing while the
stimulus is still present. Alternatively, intracortical feed-
back may contribute to the shrinkage of the RF. This,
however, may be less likely given the structure of the
stimulus (flashing dot), which does not drive cortical
cells very strongly. To test this hypothesis, we designed a
field model of the primary visual pathway which allows
quantifying of relevant parameters and fitting of the ex-
perimentally obtained RFs. Assuming a Gaussian-shaped
efficiency profile of thalamic inputs across the dendritic
tree of a cortical neuron (McLean and Palmer 1994; Reid
and Alonso 1995; Bringuier et al. 1999), the model also
allows us to determine the extent of the D-field of the
neuron from the suprathreshold field, the MDF (Bringuier
et al. 1999). The field model was used in two ways:
First, we determined how the shape of cortical RFs de-
pends on the input structure, which was either a pure
thalamocortical input, with realistic temporal dynamics
of firing, or intracortical feedback in addition to pure
thalamocortical input. Secondly, we used the field model
to fit 107 subfields (on or off) of cortical RFs to obtain
the width of the subthreshold D-field together with sev-
eral other descriptive spatial and temporal parameters.
Finally, we compared the results of the RF fits with the
model simulations and found that the results of the pure
thalamocortical feedforward model much better explain
the experimentally obtained spatiotemporal RF parame-
ters than the feedback model (Wörgötter et al. 1998).

Parts of this study have been published as an Ab-
stract.

Materials and methods

General procedures

Data were obtained from single-unit recordings in the primary vi-
sual pathway (dorsal lateral geniculate nucleus, dLGN; perigenic-
ulate nucleus, PGN; and areas 17 and 18) of six cats under con-
stant mesopic luminance. Surgery enabling infusion and artificial
respiration were performed under initial ketamine hydrochloride-
xylazine anesthesia (Ketanest 20–25 mg/kg; Parke-Davies, Ger-
many; Rompun 1–2 mg/kg; Bayer, Germany). Trepanations were
made to allow vertical access to the dLGN, PGN, and areas 17 and
18 for single-unit recordings and for epidural electroencephalogra-
phy (EEG) registration with silver ball electrodes. While still un-
der Ketanest-Rompun anesthesia, cats were paralyzed by alcuroni-
um chloride infusion (0.15 mg kg–1 h–1) dissolved in 15% glucose-
Ringer solution, Alloferin 10; Hoffmann-La Roche, Germany)
through a cannula in the femoral artery, directly followed by artifi-
cial ventilation with N2O and O2 (70:30). Sufficient analgesia was
achieved by adding 0.6–2.5% halothane. The level of anesthesia
was enhanced (halothane 1.5–2.5%) during any potentially nox-
ious procedure (changing contact lenses, penetration of the dura)
and when increases in blood pressure or heart rate might signal
that the animal was in distress. During recording sessions, which
started a couple of hours after surgery and lasted for up to 9 days,
the anesthetic level was reduced to 0.6–1.5% halothane to avoid
intoxication of the liver and to allow for sufficiently long record-
ing periods under physiological conditions. All wound margins
and pressure points were treated with the local anesthetic xylo-
caine (2%; Astra Chemicals, Germany). To maintain the physio-
logical state of the animal, the end-expiratory CO2 was kept al-
most constant at approximately 3.8%, the body temperature was
held at 38.5°, and infections were prevented by application of
broad-band antibiotics (0.5 ml Chassoton i.m.; Chassot, Germany;
and drops of Isoptomax topically applied to the cornea; Alcon
Pharma, Germany). Mydriasis and retraction of the nictitating
membranes was achieved by topical administration of atropine
sulfate (1% Atropin-Pos; Ursapharm, Germany) and phenyleph-
rine hydrochloride (5% Neosynephrin-Pos; Ursapharm, Germany).
The corneas were protected against dehydration with zero-power
contact lenses, and the optics were corrected for a viewing dis-
tance of 57 cm with spectacle lenses of 5–7 diopters. The animal
was finally killed under maximal anesthesia (4% halothane) by ex-
changing the blood with Ringer solution, followed by perfusion
with 4% paraformaldehyde to enable histological studies of the
brain. All experimental procedures conformed to the guidelines of
the German animal welfare laws and were approved by the local
animal welfare committee.

Recordings and stimulation

Single-unit recordings were performed with glass micropipettes of
3–7 µm outer-tip diameter, filled with 3 M NaCl solution. Follow-
ing conventional electronic amplification, single-unit action poten-
tials were separated from noise using a window discriminator with
nonlinear gain of amplification (Osaka et al. 1988) and threshold
detection. Spike occurrence times were digitally stored on the hard
disk of a PC by the aid of a laboratory interface (model 1401;
Cambridge Electronic Design, UK). Cortical simple and complex
cells of area 17 were distinguished by standard methods (Skottun
et al. 1991). Position and best orientation of RFs were determined
by manually projecting a bright bar on a plotting screen. For the
RF mapping procedure, small bright and dark dots of 0.5×0.5 to
1.0×1.0° or small bars of 0.5×1.0 to 1×2° (adapted to the size of
the RF) and of 50% contrast to background (2 cd/m2) were pre-
sented on an oscilloscope screen (Tektronics 608; frame rate
200 Hz) in a quasi-random order. Depending on eccentricity and
cell type, a stimulus size was chosen which was less than 30% of
the width of the receptive subfield during the late response. Spa-
tiotemporal control of stimuli was achieved with the cathode ray
image generator Picasso (Innisfree; Cambridge, Mass., USA) un-
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der computer control. Single bright or dark dots were presented
about 200 times at every location within a 20×10 grid of 10×5° for
cortex cells and 10×10 grid of 5×5° for the smaller RFs of dLGN
cells. The grid was always centered on the RF. In the case of corti-
cal recordings, its orientation was adapted to the orientation of the
RF. The long axis of the grid (10°) was perpendicular to the pre-
ferred orientation of the RF in order to achieve sufficient mapping
of neighboring RF subfields and because our previous studies in-
dicated stronger changes in RF subfield width than length
(Wörgötter et al. 1998). Each dot was presented for 300 ms to elic-
it not only initial phasic but also subsequent tonic visual respons-
es. Accordingly the total recording time for a single cell often ex-
ceeded 4 h. The fine grid resolution and the necessarily long mea-
suring time make an anesthetized and relaxed preparation indis-
pensable, because absolutely reliable eye-positioning is necessary.

Reverse-correlation technique (DeAngelis et al. 1993; Eckhorn
et al. 1993; Jones and Palmer 1987) or a forward correlation tech-
nique equivalent to peristimulus time-histogram calculation was
used to create spatial (x,y) RF maps separately for bright and dark
dot stimulation. To this end, spikes occurring within a certain time
window after stimulus onset were counted for each grid position.
In addition, RF time plots (x,t) were calculated to demonstrate the
spatiotemporal dynamics of the RF. To this end, spikes were
counted in short, progressing time windows of 10 ms, starting
with stimulus onset. To demonstrate variations only in the 
x-dimension of the RF, all pixels along the y-axis corresponding to
the long axis of the RF were summed up. To determine the width
of a subfield, we used the half-width at half-height measured
across the resulting peak. The polarity of a subfield is determined
by its responsiveness to bright (on-subfield) or dark (off-subfield)
stimuli.

Results

Spatiotemporal changes of experimental RFs

In this section we will describe the basic experimental
finding, the shrinkage of cortical RF components, partly
published by Wörgötter et al. (1998). Quantification of
this phenomenon is based on 107 subfields (on and off)
of 67 cortical cells (48 simple, 19 complex) at an eccen-
tricity of 3–10°. If clearly delineated in the maps, one
on- and one off-field of a cell was included in the analy-
sis. For comparison, we also analyzed the RFs of 53 re-
lay cells of the dLGN. Generally, dLGN recordings were
performed simultaneously with the cortical recordings in
the same cat using two separate electrodes. We thereby
tried to enable a topographical match of RFs in dLGN
and cortex to achieve comparable ranges of eccentricity
for the two populations and similar EEG states. The
match, however, was not sufficient to find coupled cells
by cross-correlation analysis. The spectral composition
of the EEG was used to sort the spike data into samples
obtained during synchronized (strong delta-band) and
less-synchronized EEG (weak delta-band).

A thalamic response – evoked by a sudden change in
contrast – starts with a strong initial, phasic response
(see Fig. 1A). This initial response is followed by tonic-
ally elevated activity during continuing stimulation
(which has a large amplitude during nonsynchronized
EEG, while it is less strong or even absent during syn-
chronized EEG). In our experiments we used a stimulus
duration of 300 ms to map RFs. This time is long enough
to enable the transition of thalamic visual activity from

the initial phasic to the following tonic activity, a process
which seems to be fundamental to spatiotemporal dy-
namics of cortical responses. In the present study, we
considered only those episodes for analysis which were
recorded during a less synchronized state that allows for
tonic visual activity to develop in the dLGN. Much
shorter (less than 50 ms) stimuli were used in other stud-
ies when measuring discharge fields with flashing dots
(reverse correlation technique; DeAngelis et al. 1993;
Eckhorn et al. 1993). These short stimuli will only evoke
phasic responses in subcortical units. In the next section,
we will show detailed results from cortical cells, then we
will briefly explain our findings in the dLGN.

Cortical RF restructuring

To demonstrate changes of the spatial characteristics of
cortical MDFs, the width orthogonal to the long axis of
the field was plotted as a function of time after stimulus
onset with time windows of 10 ms duration (Fig. 1C–G).
It can be seen that the change from phasic to tonic re-
sponse in thalamic cells (Fig. 1A) corresponds to a re-
structuring from wide to narrow cortical MDFs, occur-
ring during the response: The first transient cortical re-
sponse (50–90 ms), which is related to the transient
dLGN response, corresponds to a wide MDF, which
shrinks during the tonic response.

The statistical analysis of the observed shrinkage ef-
fect is shown in Fig. 2. The histogram quantifies the
temporal changes of cortical MDFs. The size of the dom-
inant (on or off) subfield was compared at 70 ms with
that at 200 ms after stimulus onset for 107 subfields. 
Figure 2 shows the number of subfields grouped as a
function of the change in subfield size. The resulting 
distribution exhibits a mean subfield shrinkage of
22.8±12.9% (median 23.1%). Of 107 subfields, 58 shrank
by more than 20% only less than 10% showed an in-
crease in size with progressing time.

RF restructuring in the dLGN

This study is mainly concerned with the rather prominent
effect of RF shrinkage in the cortex, but we also ob-
served a similar but much less pronounced effect in the
dLGN. Usually, the RFs of thalamic relay cells, recorded
simultaneously with cortical cells of corresponding to-
pography (n=53), were first mapped with an array of
stimuli optimized for cortical RFs (20×10 grid of 10×5°,
bars of 0.5×1 to 1×2°). According to the smaller thalam-
ic RFs, these maps allowed only a gross estimation of
spatiotemporal changes and indicated only marginal
changes. Therefore, 17 dLGN relay cells were addition-
ally mapped with smaller stimuli (0.5×0.5°) in a grid of
10×10 positions covering an area of 5×5°. This sample
showed a similar relative shrinkage of RFs (on average,
17.9%±29%, median 20.3%); however, the absolute
changes are far smaller (on average, 0.2°) than those
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Fig. 1 A Peristimulus-time histogram of a dorsal lateral genicu-
late (LGN) cell responding to a light stimulus recorded during
nonsynchronized electroencephalography (EEG). After a strong
initial response, the cell exhibits a weaker tonic firing component.
B, C Time course of a minimal discharge field (MDF) of a dLGN
cell and a cortical cell (area 17/V1). While the cortical cell exhib-
its a clear shrinkage of the MDF with progressing time after stim-
ulation onset, the size of the dLGN field is almost constant. For
the x,t plot, the data were analyzed in consecutive time windows

of 10 ms duration, and for every x-location (orthogonal to the
cell’s preferred orientation) the responses from all y-locations (co-
linear with subfield orientation) were collected. Total analysis
time was identical to the time of the stimulus presentation
(300 ms). D–G Four other examples showing cortical receptive
field restructuring. The data are shown as three-dimensional plots.
The shrinkage is less visible in this kind of plot but confirmed by
numerical fits as described in the text
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found in cortical cells (approx. 2°) and, thus, cannot ex-
plain the shrinkage of cortical RFs. Three of the dLGN
relay cells (17%) showed a slight increase in RF size
over time.

Result from the neural field model

The model we present in the following will basically ex-
plain cortical RF shrinkage by a changing temporal ac-
tivity pattern of the afferent (dLGN) input. Along these
lines we neglect the somewhat minor effect of dLGN RF
shrinkage for the following two reasons: (1) the timing
of the cortical RF shrinkage fits very accuately to the
moment when the dLGN activity switches from phasic to
tonic firing; (2) without an additional (temporal) mecha-
nism, a reduction of 18% in dLGN RF size (which has a
center size of approx. 0.5°) could maximally account for
an overall reduction of only 2–5% in a cortical RF
(which are often 4° and up to 10° wide during the initial
response and then shrink to 1.0–3.0° during the late re-
sponse). Thus, a pure spatial mechanism considering the
scatter and overlap of dLGN RFs constituting a cortical
subfield could account for only small changes at the
margins of the cortical RFs and would not be able to re-
sult in a 22.8% shrinkage of cortical RFs during the tran-
sition from the early to the late response.

Therefore, the model was set up to test whether the
afferent input from the dLGN is sufficient to produce the
experimentally observed shrinkage of cortical RFs inde-
pendent from dLGN RF shrinkage.

To distinguish the effect of direct afferent input from
additional cortical feedback, we compared the behavior
of two simple neural field models: A pure feedforward
network including only the convergence of thalamocorti-
cal projections (model 1) and a network which addition-
ally includes intracortical feedback connections (model
2). A detailed description of the neural field models is
given in Appendix 1 and in more detail in (Suder et al.
2000). Here we restate only the most relevant results.

Cortical membrane potential and width of the discharge
field

The models describe the cortical membrane potentials in
space and time which result from the spatiotemporal in-
tegration of thalamic (and cortical) inputs. The phasic-
tonic time course of dLGN light responses was simulated
by two episodes of different firing frequency. Low-pass
filtering at the thalamocortical synapse smoothes the
transition form initial high to later moderate visual activ-
ity. The membrane responses can be generally simulated
numerically (Fig. 3), but for the pure feedforward model
they can also be calculated analytically (Appendix 1; 
Suder et al. 2000). Figure 3 shows simulation results for
models 1 and 2. The cortical membrane potential V is
plotted as a function of space and time (Fig. 3A, E). In
accordance with the experimental data (see Fig. 1), a
phasic peak is followed by a tonic component with a re-
duced amplitude. This can also be seen by looking at
time slices (Fig. 3C vs D and G vs H). In both models,
the suprathreshold part of the membrane potential, the
MDF (w), is wider during the initial response than dur-
ing the late part of the response. By contrast, in the pure
feedforward model (Fig. 3A–D), the total width of the
cortical membrane potential including the subthreshold
component, the D-field, has a constant standard devia-
tion (σr), while this parameter changes over time in the
model with cortical feedback (Fig. 3E–H). Note first that
the definitions of σr and w are such that, depending on
the actual shape of the curves, σr can be larger (as in
Fig. 3) or smaller than w (as in many of the real data
sets). Changes in the width of the MDF can be attributed
to an “iceberg” effect, which is a consequence of the fi-
nite firing threshold of neurons (see Fig. 8). In all model
setups, we have kept the firing threshold constant over
time. This was done in order to keep the model a simple
as possible. Nonetheless this assumption is conservative,
because, with a varying threshold, only an even stronger
and faster RF shrinkage effect would be observed. In the
feedforward model, the shape of the D-field is deter-
mined solely as a function of the spatial spread of the
thalamocortical projections and the size of the input
stimulus. In the feedback model, excitatory and inhibito-
ry cortical inputs also shape the D-field (for details of
the cortical input field, see Appendix 1). This leads also
to the effect that the curves of Fig. 3B compared with F
have different starting points. In the case with intracorti-
cal interactions (Fig. 3E), the first afferent activity volley
triggers an intracortical interaction that results in a very
wide cortical activity spread (however, with close to zero
amplitude), which is not the case for pure afferent feed-
forward activity (Fig. 3A).

A fundamental prediction derives from the simulation
results of these two models: assuming that the fit of the
experimentally obtained MDFs points to a Gaussian-
shaped synaptic field, the standard deviation σ of the D-
field should systematically change over time only when
intracortical feedback is involved. If, on the other hand,
the temporal characteristics of the thalamocortical input

Fig. 2 Distribution of the number of subfields versus magnitude
of spatial change in subfield size over time for 107 subfield mea-
surements in 67 cortical cells. The percentage of change ∆s was
calculated as where time is mea-
sured relative to stimulus onset. Mean subfield shrinkage is
22.8±12.9%. Zero at the abscissa indicates no change in subfield
size
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dominate the RF shrinkage effect, then the model pre-
dicts that σ should stay almost constant over time. This
prediction is not a peculiarity of the special feedback
model used here. Temporal changes in σ can be expected
in almost all feedback models, except for the highly un-
likely case that the cortical input has exactly the same
spatial spread and kind of input. The anatomical data
showing lateral cortical projections of different spatial
range and the contribution of not only excitatory but also
inhibitory inputs indicate that this case is rather unrealis-
tic (see Wennekers 2001a, 2001b).

In a feedback model, the spatial profile of the mem-
brane potential can be roughly envisaged as a superposi-
tion of spatial components resulting from the excitatory
dLGN input and the excitatory as well as inhibitory feed-
back (Wennekers 2001a). The relative contribution of
these components, however, changes with time, since at
different times different neurons and, hence, synapses
are activated. We get σ(t=0)=σr=3° (see Appendix 1 for
parameters of the feedback model). Afterwards, as the
firing activity rises in the cortical model layer, the stan-
dard deviation σ declines, because the excitatory recur-
rent connections are relatively strong and sharply tuned
(σexc=0.7°), while afferent input and inhibition are not
(σr=σinh=3.0°). This way, the intracortical amplification

leads to a gradual change from wide to sharply tuned
spatial potential profiles. The parameter dependence of
the time course of σ is complex and cannot be given in a
closed form. Important is that a time dependence occurs
in the same way in other feedback models for almost all
parameter values if the network reveals a dynamic re-
sponse that is dominated by differently tuned synaptic
projections at different times. The above argumentation
implies that the time-dependent change of σ does not
necessarily have to be in the form of a shrinkage; in the
model it is also possible to obtain an increasing σ(t) if
σexc is considerably larger than σr and σinh. Anatomical
results, however, indicate that a Mexican-hat profile,
with σinh>σexc and relatively sharply localized excitatory
couplings, is the biologically most plausible situation
(Salin and Bullier 1995). In that case a shrinking σ of the
synaptic field appears in feedback models in response to
flashed stimuli.

Overall, for theoretical reasons, we conclude that a
constant standard deviation σ of the synaptic field – as
found in the feedforward model – can only be expected
for very special, unrealistic, and nongeneric conditions in
a feedback model. Therefore, a constant σ in the experi-
mental data would be a strong indicator for a pure feed-
forward mechanism of the observed RF restructuring.

Fig. 3A–H Simulations of the
two neural field models: 
Left: Pure feedforward; right:
feedback model. Top: Simula-
tions of the cortical membrane
potential V(x,t). Middle: Time
courses of the receptive field
width w and the standard devia-
tion of the synaptic field σ for
the data shown on top. Left: For
the feedforward model, σ=σr is
constant over time (σr=1.772°;
see Appendix 1), whereas w
shrinks. Since the threshold is
rather low, w can be larger than
σr. Right: For the model includ-
ing intracortical feedback, both
measures – the standard devia-
tion σ of the synaptic field (D-
field) V(x,t) and the width w of
the (minimal) discharge field
(MDF) – show a systematic vari-
ation over time. Bottom: Time
slices showing the spatial profile
for the early burst phase (at
20 ms, corresponding to about
70 ms of real neuronal response
because response latency was
not implemented in the model)
and the late tonic phase (at
150 ms). In both models the
width of the MDF w changes
over time. The standard devia-
tion of the D-field σ is constant
in the feedforward model (C, D)
but changes significantly over
time in the feedback model 
(G, H). Simulation parameters
are given in Appendix 1
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Results of the model fitted to the data

In order to test which of the two models can explain the
observed shrinkage of RFs in cat visual cortex during the
situation of flashing spot stimulation, we fitted the ex-
perimental RF data to the equations given for the net-
work activity of the neural field models (see Appendix 1;
Suder et al. 2000). Details of the fitting procedure can be
found in Appendix 2.

Fitting the spatial parameters

The fitting proceeded in two steps: first, we fitted spatial
slices of the RF maps to obtain the parameters w(ti) and
σ(ti) at consecutive times ti (see thick lines in Fig. 4A;
time bin is 10 ms). In a second step, the time course of
the amplitude response was fitted. The goal of the spatial
fitting procedure was to provide a sequence of fitted
standard deviations, σ(ti), i=1,2,···, which were compared
with the model predictions shown in the σ-plots in
Fig. 3. For that purpose, we tested whether σ(t) was con-
stant as predicted by the feedforward model. This test
would have been impossible if the whole spatiotemporal
data set was fitted at once.

As an important point, we also note that through this
fitting procedure it became possible to estimate the stan-
dard deviation of the subthreshold D-field σ from the ex-
perimentally obtained suprathreshold discharge field
(MDF). In Fig. 4 spatial fits are shown for different time
slices. Apparently, the experimental data can be de-
scribed very well by the simple neural field model, al-

though the cells differ significantly in their spatiotempo-
ral MDF profiles (Fig. 4A vs B).

To quantify the quality of the fit, we determined the
percentage of fluctuations in the data [y(x)] which re-
mained after subtracting the model fit f(x), i.e., we calcu-
lated:

(1)

separately, for the fit in space and in time. Averaged over
all spatial fits (each of the subfields was sampled at 30
different time steps), we found P=0.092±0.059, which
means that on average only 9% of the variation in the da-
ta cannot be explained by the fit.

Furthermore, P is of the same magnitude as the
“noise” contained in the data. The latter can be quanti-
fied by the standard deviation of the background activity
(approx. 10%) during the first 30 ms of the response,
where the dLGN firing does not yet influence cortical
firing. Comparability of both measures – background
noise and fitting error – implies that the model consis-
tently describes the deterministic variation in the data
(Press et al. 1993).

Standard deviation σ is constant over time

As outlined previously, the pure feedforward model and
the model with additional feedback makes a distinct pre-
diction concerning the temporal behavior of the standard
deviation σ of the subthreshold depolarization field dis-

Fig. 4 A The spatial fit. Thirty
sections across the width of the
receptive field (every 10 ms)
are fitted. B Original data and
fit of a cortical simple cell (on-
field) to the Gaussian-shaped,
analytical spatial activity pro-
file for three selected time slic-
es ti. Because the response to
the stimulus does not start be-
fore approximately 50 ms (re-
sponse latency) in the dis-
played examples, the profile at
10 ms, which is best fitted by a
constant value, gives an im-
pression of the mean back-
ground activity. After the steep
initial rise, the activity declines
with progressing time
(70–110 ms). C Spatial fit for
another example (off-field)
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tribution V (D-field). In the feedforward model σ is con-
stant over time, whereas it varies systematically in the
feedback model.

Thus, to identify the mechanism underlying the ob-
served MDF restructuring, it is most important to exam-
ine how the fitted standard deviation σ(ti) behaves over
time. Figure 5A–C shows the standard deviation of the
cortical D-field plotted as a function of time for three
different examples of neurons. After the activity had
reached V1 (approx. t0=40 ms in Fig. 5A), σ was con-
stant over time. This was the case in almost all sampled
subfields. Only two subfields revealed slight and insig-
nificant trends toward larger values of σ with increasing
time.

As a measure for the width of the MDF, we chose its
half-width at baseline w (see Fig. 8). Contrary to σ, w
was clearly time dependent, increasing during the initial
response and decreasing with the transition to the late,
tonic response (see Figs. 5C, 3B). This is in accordance
with the feedforward model, but not the feedback model.

Fitting the temporal parameters

The results of the spatial fit showed that the feedforward
model describes the experimental data better than the
model including feedback. Thus, we do not consider the
feedback model further, but focus on the feedforward
model. Additional evidence of the validity of the feed-
forward model will be given later by considering cortical

Fig. 5A–C Time course of the model parameters obtained from
the spatial fit. Note that the dLGN activity does not reach V1 be-
fore approximately 40 ms (left of the vertical lines); up to that
time, background noise is fitted and the resulting fit parameters
are meaningless. A, B Time course of the standard deviation of the
D-field σ for two example neurons. On-subfield (A) and off-sub-
field (B) of one neuron show both a constant σ over time as pre-
dicted by the feedforward model (Fig. 3B). The latency of the on-
set response (vertical lines) is larger for the off-subfield (A com-
pared with B). C On-subfield of another neuron, for which, in ad-
dition to σ, two other parameters are plotted – offset a of the cen-
ter of the fitted Gaussian (compare Appendix 1) and half-width at
baseline of the extracellular MDF profile w. It can clearly be seen
how w systematically changes over time, while σ is constant from
the very beginning of thalamic input

Fig. 6 A The temporal fit. 
B Original data and fit to the
temporal activity q(t) of a corti-
cal simple cell (on-field). 
C Fit for another example



firing latencies. Before doing so, we fitted – as the sec-
ond step after the spatial fit – the temporal dynamics of
the MDF obtained during the spatial fit procedure.

Figure 6 shows the temporal fit of the response ampli-
tudes deriving from the first step of the fit procedure.
Note that the dLGN activity did not reach V1 before
t0≥40 ms. Background noise was fitted during the time
preceding the response and, thus, the resulting fit param-
eters were meaningless for t<t0. The latencies t0 obtained
from the temporal fits varied between 30 and 60 ms for
different subfields. Off-subfields exhibited a longer de-
lay than on-subfields (Schiller 1992).

For most subfields, excellent fits were obtained (see
Fig. 6B, C). Averaged over all 24 fits, we found
P=0.107±0.144 (see Eq. 1). Some on-subfields exhibited
a significant adaptation during the tonic phase (e.g.,
Fig. 6C, 100–300 ms). In these cases an adaptation term
was added to the tonic component in the fit function.

A comparison of the fitted parameters for on- and off-
subfields of the same neuron revealed only a few sys-
tematic relations. The main difference between on- and
off-subfields was a delayed response for the off-fields of
approximately 20 ms (t0=56 ms) compared with the on-
fields (t0=35 ms), which is in accordance with the litera-
ture (Schiller 1992).

The other model parameters did not exhibit dependen-
cies on subfield type. Especially, the parameters of the
spatial Gaussian profile, i.e., its center location a, the
subfield standard deviation σ, and w, and the firing
thresholds ϑ were in the same range for the different
subfield types. Furthermore, a, σ, and ϑ were found to
be constant over time.

Fitting cortical firing latencies

The results of the spatial fits have shown that the MDF
changes can already be caused by a feedforward mecha-
nism. To further strengthen this result we can, in addition
to the MDF, analyze and fit the cortical firing latencies.
The mathematics for this fitting procedure are given in
Suder et al. 2000. By following Suder’s procedure, we
found that the cortical firing latencies tlat depend qua-
dratically on the distance x from the MDF center in the
pure feedforward model. A correlation between firing
times and distance from the MDF center has indeed been
observed, but the details of its dependence are still under
examination (Bringuier et al. 1999; Celebrini et al. 1993;
Dinse and Krüger 1994; Ikeda and Wright 1975;
Wörgötter et al. 1996).

We compared the model prediction with experimen-
tally obtained firing latencies, describing the time from
the onset of the stimulus to the first significant supra-
threshold response of the recorded cell. As the latencies
were not directly recorded in our experiments, cortical
response onset times were obtained with the following
procedure: For each location x, the time step ti at which
the firing rate first exceeds the background firing rate
plus twice the standard deviation of the background fir-
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ing was taken as tlat. The binning was changed from
10 ms to 2 ms to obtain a better temporal resolution.

Because of additional noise due to the finer resolu-
tion, only 46% of all measured subfields yielded reliable
estimates for the latencies and could be used for the
analysis. Curves tlat(x) were obtained from the experi-
mental data and used for further analysis. In general, all
curves exhibit a similar shape with longer latencies for
increasing distance from the MDF center (Fig. 7). To
check whether the spatial dependence can be described
by a quadratic relation as predicted by the model, the da-
ta were fitted to the function a+bx+cx2 and regression
coefficients were calculated. Fifty-five percent had a re-
gression coefficient of more than 0.85. The remaining
45% of all curves exhibited regression coefficients be-
tween 0.62 and 0.74.

Assuming an intracortical axonal spread of activity, a
linear dependence of the firing latencies on the distance
of the MDF center was expected (Bringuier et al. 1999).
Therefore, we also fitted the data with a linear model
a+bx. To do so, the data were split into two halfs, con-
sisting of data points lying to the left and to the right of
the shortest latency. One of the two halfs was vertically
mirrored and the linear fit was carried out on the result-
ing data including all points. Only in 18% of all cases
were regression coefficients higher than 0.85. Thirty-six
percent of the cells had a coefficient between 0.62 and
0.74, and for the remaining 46% it was less than 0.62.

Discussion

Our experimental results show that the on- and off-sub-
fields of simple (and complex) cell RFs shrank dynami-
cally over time when the transient discharge had passed,

Fig. 7A–D Cortical firing latencies tlat(x) plotted against RF loca-
tion for three example fields. A–C Different on-subfields with 
2-ms binning. D Quadratic fit to the data from A and B. (For 
clarity only two of the examples are shown)



when stimulated with small-sized stimuli flashed for a
few hundred milliseconds. An anesthetized and para-
lyzed preparation was used to assure stability of the
eyes, which was necessary to measure this effect. Possi-
ble slow drifts of eye position cannot be entirely exclud-
ed during the long measuring period, but they would
have lead to an underestimation of RF shrinkage. The
mean shrinkage of 23% is, thus, a conservative estimate
of the effect. In addition, also the observed shrinkage in
absolute terms of the RFs in the dLGN cannot account
for the substantial change in cortical RF width at the
transition of initial transient to subsequent tonic afferent
input.

In general, these results show that the spatial charac-
teristics of a RF also depend on the temporal structure of
input activity. The activity of neurons in the primary vi-
sual cortex is, in principle, affected by mainly two input
types: (1) thalamocortical inputs (feedforward projec-
tion), and (2) intracortical-corticocortical inputs (feed-
back projection). Both are able to shape the RF of the
cortical neurons. The cortical inputs are of the feedback
type, because visual activity in these circuits depends on
initial input from thalamocortical afferents. This scenario
is particularly relevant in a situation with little or no in-
tracortical activity before stimulus onset. This is one of
the situations which is a generic choice of stimulation in
visual electrophysiological laboratories, when presenting
spatially restricted and precisely timed “simple stimuli”
such as flashing dots or bars. Such a protocol is used to
assess the functional anatomy of the visual system, even
though in a richer environment significantly more com-
plex stimulation situations exist.

In our case, we intended to study the influence of tha-
lamic response dynamics on cortical responses. In a pre-
vious study (Wörgötter et al. 1998), we found that during
this kind of stimulation cortical RFs show changes in
size depending on the state of EEG. Since thalamocorti-
cal relay cells (dLGN) show prominent, EEG-related
changes in their temporal response patterns, we assumed
that spatial changes of cortical RFs may be related to
changes in the temporal structure of afferent input. Apart
from EEG-related changes, dLGN cells also change their
response from phasic to tonic during the time course of
stimulation. Therefore, we decided to study the afferent
influence on the temporal behavior of spatial characteris-
tics of cortical RFs. To this end we needed a stimulus
which optimally drives the afferent (thalamic) input to
cortical cells but has a less strong driving effect on intra-
cortical circuits. This can be achieved by a spot of light
of almost the size of subcortical RFs but clearly smaller
than a cortical RF subfield. A stimulus duration of
300 ms was chosen to allow development of the tempo-
ral dynamics of thalamic responses.

Another method for mapping visual RFs is the usage
of patterns with randomly distributed bright and dark
pixels, which are generated and changed over time by
so-called m-sequences (see Reid et al. 1997). This stimu-
lus situation is completely different from the “conven-
tional” way of RF mapping (DeAngelis et al. 1993), be-

cause the continuously changing pattern will lead to on-
going activity in a much larger population of afferent in-
puts and additional ongoing activity in intracortical cir-
cuits. The emerging RF structure will thus be the result
of complex and unknown spatiotemporal interactions be-
tween numerous inputs, while the conventional map
shows the spatiotemporal dynamics of a single response
to stimulation at a single locus. Our intention was to
study the effects of thalamocortical input in isolation and
therefore we used the conventional single-stimulus pro-
cedure.

The well-determined spatiotemporal characteristics of
the single spot stimulus also allowed us to simulate the
resulting spatiotemporal distribution of activity in a
mathematical model of the visual pathway composed of
either pure thalamocortical feedforward projections or
additional cortical feedback connections. The model re-
sults could then be compared with the experimentally
obtained RF maps to estimate the contribution of differ-
ent inputs to cortical response dynamics. The latter was
done by fitting the experimentally obtained RF maps
with the mathematical model. Both model versions, with
and without feedback, fitted the shrinkage of the MDF w
very well; however, only the pure feedforward model
was able to account for the unexpected finding that the
synaptic field standard deviation σ is constant through-
out the whole response. Such a behavior can be obtained
with the feedback model only under rather unrealistic as-
sumptions. Instead, the data can be fully accounted for
by a dynamically changing efficiency of the feedforward
thalamocortical connections related to changes in input
activity.

Spatiotemporal structure of cortical RFs

RF changes have already been analyzed. Special empha-
sis has been laid in the last years on fast RF restructuring
effects such as those observed by Freeman and cowork-
ers and also by several other groups (Cai et al. 1997;
DeAngelis et al. 1993, 1995; Pernberg et al. 1998) who
have examined intrinsic RF dynamics in dLGN and V1.
These authors show that the RF structure exhibits signif-
icant spatiotemporal changes. Freeman et al. have ob-
served that subfield sizes and subfield polarities can dy-
namically change over time, that is, on-subfields can ex-
hibit off-subfield characteristics after some time follow-
ing stimulation (more than 100 ms). These effects are in-
terpreted as intrinsic neural- and network-dynamics and
not as primarily stimulus-driven.

In their experiments Freeman et al. have used rather
short stimulus flashes of only 50 ms duration, which ap-
proximates the response latency of cortical visual re-
sponses. Thus the changes they observe usually happen
after the stimulus had already been turned off. A stimu-
lus duration of 300 ms as used in our study allows the
thalamic cells to change their firing mode (after
30–50 ms) from phasic burst firing to tonic firing. We
believe that this change of the thalamic firing mode is
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The observed constant σ of the D-field and the suc-
cessful quadratic fit of the cortical firing latencies sup-
port the first hypothesis, but this effect may dominate
only in the case of spatially restricted changes in visual
contrast, as obtained with small, flashing stimuli. Thus,
the temporal structure of the afferent input signal deter-
mines the spatial distribution of activity inside the RF
and the number of neighboring neurons activated by the
stimulus. For example, the high-frequency thalamic
bursts of the initial response result in a strong input to
V1 within a short time, leading to a high effective con-
nectivity. This way, also weaker synapses at the periph-
ery of the RF of a neuron may be able to elicit supra-
threshold postsynaptic responses and thereby widen the
MDF. At the same time, this means that not only neurons
in the center of the thalamic input field, but also laterally
displaced neurons receiving a weaker collateral thalamic
input are depolarized to spike threshold. This effect is
also fundamental to the widening of RFs during a delta
wave-dominated EEG, during which thalamic relay cells
generate high-frequency burst of activity in response to
local changes in contrast. By contrast, the late tonic ac-
tivity leads to a weaker effective connectivity, causing
suprathreshold postsynaptic response only in the center
of the projection line.

Feedback loops with latencies in the millisecond
range have a very strong influence on the actual efficien-
cy of connections and can also lead to fast RF dynamics.
Visual cortical cells are embedded in a heavily coupled
dynamic neural system and some cortical tuning effects
may be hard to explain without feedback connections.
Although still a topic of ongoing discussion, this has
been proposed for orientation dynamics (Adorjan et al.
1999; Ben-Yishai et al. 1995; Carandini and Ringach
1997; Douglas et al. 1999; Ferster and Miller 2000;
Ringach et al. 1997; Somers et al. 1995; Wennekers
2001b; Wörgötter 1999). It is reasonable to assume that
the relevance of lateral intracortical interactions will
grow with the complexity, spatial extent, and temporal
dynamics of stimuli and may then dominate over thalam-
ocortical influences.

Arieli and coworkers describe a third example of how
the effective connectivity can change. With the help of
optical imaging, they have investigated how the cortical
activity is affected by its own immediate history
(Tsodyks et al. 1999). The optical signals that they mea-
sured are similar to a local, 2-dimensional EEG (or rath-
er evoked potentials, EP) recorded with a very high spa-
tial and temporal resolution. In addition to possible feed-
forward and feedback influences, they found that the ac-
tivity pattern of the early past has a rather strong influ-
ence on the current network responses. This result may
well be expected, because it is intuitively clear that the
momentary state of the membrane potential will influ-
ence the cell responses in a very direct way.

Azouz and Gray (1999) have suggested in that con-
text that a major effect arises through the nonlinear dy-
namics of the fast sodium channels. Channel inactivation
is prevented by steep membrane depolarizations, and
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the reason for the shrinkage of cortical RF measured by
us and is, thus, a stimulus-driven process, while RF dy-
namics described by Freeman et al. may relate to mecha-
nisms intrinsic to the cortical network. Other studies in-
dicate that the shift of on- and off-subfields that is most-
ly found in direction-selective cells may also relate to the
characteristic of the afferent input, assuming that thalam-
ic relay cells with different response dynamics – e.g.,
lagged and nonlagged cells differing by response latency
– converge on a cortical cell (DeValois and Cottaris
1998; Murthy and Humphrey 1999).

Our field models allowed quantifying the size of the
MDF w by fitting the data. The fitting procedure has the
interesting feature that it also allows us to estimate the
size of the subthreshold depolarization field (σ), which
can be assumed to be of an almost Gaussian shape ac-
cording to intracellular data (Bringuier et al. 1999; 
McLean and Palmer 1994; Reid and Alonso 1995). Both
measures, w and σ, and their relation, as obtained from
the data fit, are in agreement with data from literature:
RFs are consistently smaller when obtained from extra-
cellular rates (compare, e.g., Alonso and Reid 1995). 
Hirsch and colleagues have mapped RFs from intracellu-
larly recorded potentials of striate cortical simple cells
(Hirsch et al. 1998). They have found fields with diame-
ters of up to 4°, consistent with a mean of σ~2° from our
data. Intracellular RFs of this size are also compatible
with anatomical data (Antonini et al. 1998; Chapman et
al. 1991; Humphrey et al. 1985). A recent study, examin-
ing the relationship between the intracellular synaptic in-
tegration field and extracellular discharge field (MDF),
has also shown clearly that the subthreshold integration
field covers a wider area than the output MDF (Bringuier
et al. 1999). These authors claim that the wide subthresh-
old field is due to an intracortical spread, while we sup-
pose mainly a feedforward spread of activity.

Changing effective feedforward connectivity 
as a mechanism for RF restructuring

Our results, in particular, demonstrate that very fast pro-
cesses in the 10- to 100-ms range are probably responsi-
ble for the observed RF changes. Besides fast synaptic
plasticity (Markram and Tsodyks 1996) and spike encod-
er adaptation (Sanchez-Vives et al. 2000), it could be the
activity pattern itself which leads to the observed chang-
es. Aertsen and coworkers (1989) had realized this when
they introduced the concept of “effective connectivity”
between two cells. This concept clearly takes into ac-
count that the synaptic transmission rate for any synap-
ses at a given target is a continuously changing quantity
which heavily relies on the actual state of the system.

The effective connectivity can be changed by three
main mechanisms: by a varying time structure in the affer-
ent, feedforward input signal, by feedback loops, and by
the activation history, which also includes the level of un-
specific, sustained activation. We will shortly explain the
different effects and discuss their role in our experiments.



spikes are elicited fast and reliably as opposed to shallow
membrane potential transients which will lead to more
jitter in the spike occurrence times (Azouz and Gray
1999). Such an effect can in our case amplify the RF
shrinkage effect, because the cortical membrane poten-
tial is driven hard to threshold by the thalamic burst and
is bound to stay at a rather depolarized level, due to the
ongoing afferent drive, which may lead to a significant
fraction of inactive sodium channels.

In summary, these results support the view that the
temporal structure of the thalamic input activity is a very
important parameter, which needs to be taken into ac-
count in order to explain dynamic changes in cortical
RFs. With our specific, restrictive stimulus situation –
using a small, flashing stimulus – we were able to show
the effect of temporal dynamics of thalamic activity on
spatial characteristics of cortical RFs. One possible func-
tion of this mechanism may be the automatic rescaling of
RFs during different stimulus situations and different
states of the system (EEG). For every change in the visu-
al scene that causes a novel situation, the high-frequency
activity, paired with wider RFs and a higher number of
cortical neurons involved, guarantees the detection of the
change. The following shrinkage of the RFs and the
number of activated neurons during tonic activity subse-
quently supports the finer localization and characteriza-
tion of the area of interest.
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Appendix 1: neural field model

Qualitative and quantitative analysis of the data 
with a neural field model

In order to fit the experimental data, we designed a neu-
ral field model. It is suitable not only for a qualitative,
but also for a quantitative description of the experimen-
tal data (see Suder et al. 2000).

Theoretical basis of the model

First, we study the simplest possible field model for the
description of the membrane potential distribution in the
primary visual cortex: a model where the activity in V1
is completely determined by the dLGN input Ilgn(x,t),
i.e., a pure feedforward model. Only in the next section
will we compare the dynamics of the simple model with
the one of a more complex model, which includes intra-
cortical feedback. Both models are formulated for mem-
brane potential distributions, i.e., synaptic fields and not
discharge fields. The MDF can be obtained from the syn-
aptic field by applying an appropriate firing threshold.

In the model, the cortical state-variable is the mean
membrane potential V(x,t) of a population of neurons with
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similar properties located at x. Contrary to biologically
more detailed models, the neural activity V is assumed to
be a function of the location x and not of disrete individual
neurons, thus, V is continuous in space and time.

Just one field V(x,t) is considered, and intracortical
feedback connections are first neglected but included la-
ter. For convenience, we further idealize V1 as a 1-di-
mensional field, i.e., x⊂ℜ , which is in accordance with
our experimental data that shows no variation in the
MDF dimension parallel to the preferred orientation
(Wörgötter et al. 1998).

The mean membrane potential V is given by a convo-
lution of the dLGN input Ilgn and the corticothalamic
connection kernel Kc (Fig. 8):

(2)

Here, we include also a low-pass filter characterized by
the phenomenological time constant τ of the leakage
term (Gerstner 1998).

Fig. 8 The field model and its main variables and parameters. The
dLGN input is spatiotemporally separable [I(x,t)=IxIt]. It is a phe-
nomenological model of the experimental data, reflecting the dif-
ference in firing strength and duration of burst (Cb) versus tonic
(Ct) component (bottom). The spatial input in the form of a Gauss-
ian with standard deviation σi (si) is convolved with the Gaussian
thalamocortical connection kernel Kc, with σc (sc) leading to a
Gaussian synaptic field profile V, with σr (sr) in V1. By threshold-
ing the membrane potential at the threshold ϑ (J), the distribution
of suprathreshold, i.e., firing activity, is obtained, which equals the
MDF with half-width at baseline w. The temporal input It is low-
pass filtered and leads to a modulation of the amplitude of the
Gaussian profile in V1 with time. As the threshold is not changing
with time, the changing amplitude will result in a changing recep-
tive field size, which can be characterized as an “iceberg” effect.
The main difference in the model with intracortical feedback is the
connection kernel KDOG, which is in form of a Mexican hat, math-
ematically modeled by difference of Gaussians



The kernel Kc(x) describes the synaptic feedforward
projection from dLGN to cortex. We choose a Gaussian
connectivity profile:

(3)

with effective synaptic strength and standard devia-
tion σc. This profile considers the fact that the connec-
tion strength decays with distance. As the anatomical
connections do not change over time in our experimental
setup, they are also assumed to be constant in the model.
Kc represents one single on- or off-subfield. Simple cell
RFs consisting of several subfields can be represented by
superposition of responses of the form in Eq. 2, with ap-
propriate kernels.

The synaptic input currents to V1 are fully described
by the activity of the dLGN cells: Ilgn(x,t). Thereby, de-
tailed dynamical processes in the dLGN are not explicit-
ly modeled but considered in the form of phenomeno-
logical, spatiotemporally separable input functions:
I(x,t)=Ix(x)It(t). The spatial input Ix has a Gaussian shape
in our model, which represents a localized activity pro-
file in the dLGN (Eq. 4). This corresponds to the experi-
mental stimulus in form of a small light spot. As we did
not see any changes of the spatial activity profile in the
experimental dLGN data (see Fig. 1F), the assumption of
a constant σi seems justified. The temporal input compo-
nent It approximates the experimentally observed tempo-
ral firing patterns of dLGN cells (Fig. 8):

(4)

(5)

The function It(t) describes the thalamic firing response
with an initial high-frequency burst response – modeled
in the form of a rectangular pulse of strength cb, lasting
from t=t0 to t1 – followed by the tonic component of
height ct(<cb), lasting from t1 to t2 (Fig. 8). Θ(t) is the He-
aviside function, which is zero for t≤0 and 1 otherwise. A
further assumption of the model is that the subthreshold
activities in V1 are also spatiotemporally separable, i.e.,
V(x,t)=X(x)T(t) (see McLean and Palmer 1989; DeAngelis
et al. 1995; Mineiro and Zipser 1998). Standard simula-
tion parameters, are σc=1.7°, σi=0.5°, τ=10.0 ms,
t0=0 ms, t1=40 ms, t2=300 ms, cb=80I/s, ct=40I/s.

Neural field model with intracortical feedback

The feedforward model neglects massive corticothalamic
and intracortical feedback connections, which have been
suggested to cause different effects of changing receptive
field dynamics (Ben-Yishai et al. 1995; Somers et al.
1995; Carandini and Ringach 1997; Adorjan et al. 1999;
Bringuier et al. 1999). Therefore, it is necessary to com-
pare the dynamics of the pure feedforward model with
the dynamics of a model including also feedback con-
nections. In separate, biologically plausible simulations,
we have tested the influence of corticothalamic feedback

connections (not shown). Because these simulations
demonstrated that corticothalamic feedback connections
do not contribute to the observed MDF shrinkage, but
rather to attentional or to other restructuring processes
taking place later during the tonic phase (Wörgötter et al.
1999), we will only explore the influence of recurrent in-
tracortical connections on the cortical potential by add-
ing a cortical feedback loop to the simple feedforward
model (Fig. 8):

(6)

The cortical connection kernel KDOG is chosen as a dif-
ference of Gaussians to include excitatory feedback for
short and inhibitory feedback for long distances:

(7)

Parameters are such that KDOG has a Mexican hat profile.
The rate function R(V) in Eq. 6 is zero for V≤0 and equal
to βV for V>0 (see Eq. 8), where β is the neuronal gain
(in spikes per second per millivolt). Input from dLGN is
the same as in the feedforward model. Note, however,
that in Eq. 6 we have already inserted the total spatial in-
put X(x) into cortex, that is, the spatial convolution of the
dLGN activity Ix(x), Eq. 4, and the feedforward kernel
from dLGN to cortex, Eq. 3. The temporal input compo-
nent It in Eq. 6 is given by Eq. 5).

Due to the nonlinear feedback connections, analytic
solutions of Eq. 6 cannot be given. Therefore, we simu-
late Eq. 6 and discuss the qualitative differences that ap-
pear in contrast to the simple feedforward model. As pa-
rameters, we choose τ=10 ms, t0=0 ms, t1=50 ms,
t2=300 ms, and (somewhat arbitrarily) σr=3°, σexc=0.7°,
σinh=3.0°, Kexcβ=2.0 mV/°, and Kinhβ=0.5 mV/°. Fur-
thermore, we define k: k=K0σcσi/σr, C1=kcb, C2=kct and
choose the effective cortical inputs C1=10 mV and
C2=2.5 mV for the burst and the tonic phase (see Suder
et al. 2000).

With these parameters the network operates in a re-
gime of cortical amplification, as has been proposed for
recurrent orientation tuning models (Ben-Yishai et al.
1995; Somers et al. 1995; Carandini and Ringach 1997;
Adjoran et al. 1999). Thereby, the qualitative model be-
havior is comparable within a wide range of parameters
(see Wennekers 2001b).

Appendix 2: data-fitting procedure

We describe details of the fitting procedure to fit the
model to the experimental data. Firing rates y(x,t) of on-
and corresponding off-subfields were analyzed (see Ma-
terials and methods). Each field was sampled at 20 posi-
tions, with 0.5° resolution, and for 30 time slices of 10-
ms bin size (or 2-ms bin size for determination of re-
sponse latencies). The measurements of six off-fields
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and two on-fields had to be excluded because no dis-
charge field was detectable. In the following only the re-
maining subfields were analyzed.

In our extracellular recordings, firing rates and not
membrane activities were recorded. The potentials V(x,t)
are supposed to transform into firing rates R by means of
a rectilinear function:

(8)

where β is the neuronal gain, ϑ the firing threshold, and
b accounts for spontaneous background firing. The
function [βV–ϑ]+ is zero for βV–ϑ≤0 and equal to βV–ϑ
above zero. The feedforward neural field model de-
scribed in Appendix 1 can be solved analytically, result-
ing in explicit formulas for the spatiotemporal profile
V=V(x,t). Those are given in Suder et al. 2000 and not
repeated here. They turn out to be of the form
V(x,t)=X(x)T(t), where X(x) is a spatial Gaussian and
T(t) a temporal amplitude factor. The experimentally de-
rived firing rate data can be fitted to this analytic solu-
tion to obtain parameters of the underlying potential dis-
tribution. The fits in space give estimates of the ampli-
tude of the response q, the center of the field a, the cor-
tical gain β, the background firing rate b, as well as the
synpatic field standard deviation σ [the standard devia-
tion of the spatial Gaussian X(x)], and the MDF width w
defined as the half-width of the firing rate profile at
baseline. All these parameters are obtained individually
for 30 consecutive time slices of a response. Thus the
synaptic and MDF width can be compared over time,
and the amplitudes q=q(ti), i=1···30 can further be fitted
to the temporal amplitude factor T(t) of the response ex-
pected from the analytical solution of the model. The
latter fits supply firing latencies, burst durations, and
stimulus offset times, although we did not dicuss all
these parameters in the text in detail. All fits are per-
formed utilizing the Levenberg-Marquardt algorithm
(Press et al. 1993).
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