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Abstract. Recent indirect experimental evidence suggests
that synaptic plasticity changes along the dendrites of a
neuron. Here we present a synaptic plasticity rule which
is controlled by the properties of the pre- and postsyn-
aptic signals. Using recorded membrane traces of back-
propagating and dendritic spikes we demonstrate that LTP
and LTD will depend specifically on the shape of the
postsynaptic depolarization at a given dendritic site. We
find that asymmetrical spike-timing-dependent plasticity
(STDP) can be replaced by temporally symmetrical plas-
ticity within physiologically relevant time windows if the
postsynaptic depolarization rises shallow. Presynaptically
the rule depends on the NMDA channel characteristic,
and the model predicts that an increase in Mg2+ will atten-
uate the STDP curve without changing its shape. Further-
more, the model suggests that the profile of LTD should
be governed by the postsynaptic signal while that of LTP
mainly depends on the presynaptic signal shape.

1 Introduction

The electrical properties of dendrites vary depending on
cell type, dendritic location, and the state of developmen-
tal maturation of a neuron (Stuart and Spruston 1998;
Golding et al. 1999; Schiller et al. 2000; Williams et al.
1993; Monyer et al. 1994). In addition, dendritic compart-
ments are often largely decoupled from each other such
that local, site-specific interactions can take place inde-
pendently, making each single dendrite functionally simi-
lar to a whole computational network (Mel 1994; Poirazi
et al. 2003). As a consequence it is by now widely accepted
that the different parts of a neuronal dendrite may serve
different computational purposes. Recent experimental
evidence implies that this feature applies not only to the
moment-to-moment computations taking place at a neu-
ron but in a similar, site-specific way also to synaptic plas-
ticity (Froemke and Dan 2003). This is suggested by the
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fact that the electrical and chemical signals which drive
synaptic change can be very different at different sites
(Häusser and Mel 2003; Golding et al. 2002).

Two types of long-lasting synaptic changes are in gen-
eral observed, long-term potentiation (LTP) and long-
term depression (LTD) (Bliss and Lomo 1970; Bliss
and Gardner-Edwin 1973; Bliss and Lomo 1973). More
recently it has been found that synaptic weights can grow
and shrink at the same synapse depending on the tempo-
ral order of the presynaptic and the postsynaptic signal: If
the presynaptic signal occurs before the postsynaptic sig-
nal (denoted by T > 0), weights will grow, while they will
shrink if the temporal order is reversed (T <0, called spike-
timing-dependent plasticity, or STDP (Magee and John-
ston 1997; Markram et al. 1997). To induce STDP, a strong
depolarization is necessary presumably for the unblocking
of NMDA channels (Debanne et al. 1998; Chen et al. 1999;
Nishiyama et al. 2000; Sjöström et al. 2001; Kovalchuk
et al. 2000; Bi 2002). Close to the soma such a depo-
larization is achieved by back-propagating (BP) somatic
action potentials, which become longer in duration and
smaller in amplitude while propagating into the dendritic
tree (Magee and Johnston 1997; Linden 1999). In dis-
tal dendritic parts, where BP spikes are highly attenuated
(Stuart and Spruston 1998; Häusser and Mel 2003), syn-
aptic plasticity may be triggered by local dendritic Na+-
and Ca2+-channel-dependent spikes (Golding et al. 2002;
Larkum et al. 2001), which are initiated by strong coop-
erative synaptic inputs and/or BP spikes.

The effects discussed above indicate that the different
shapes of BP and dendritic spikes, which change along the
dendrite, should lead to different postsynaptic influences
on plasticity depending on the dendritic site. This study
sets out to test this hypothesis by means of a model. Based
on the assumption that differential Hebbian learning rules
(Sutton and Barto 1981; Kosco 1986; Klopf 1986; Porr
and Wörgötter 2003) can capture STDP (Roberts 1999;
Xie and Seung 2000; Wörgötter and Porr 2004), we will
develop an analytically treatable rule. This rule uses the
membrane potential of the postsynaptic cell as the only
variable control parameter. Several predictions arise from
this model which should be experimentally testable. Such
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local, site-specific plasticity may be important because at
a single neuron different rules for synaptic plasticity can
coexist this way. Networks, which can implement such
“local learning properties”, will certainly demonstrate
substantially enriched computational properties.

Numerical results from a simpler model are published
in Saudargiene et al. (2004).

2 The model

Conventionally, low Ca2+ concentration is associated with
LTD and high concentration with LTP (Hansel et al.
1997; Yang et al. 1999). A purely concentration-dependent
plasticity rule, however, creates a problem. Several au-
thors have discussed the fact that, as a consequence of
a purely concentration-dependent plasticity rule, a sec-
ond LTD window should exist for long temporal intervals
between pre- and postsynaptic activity (Bi 2002; Kar-
markar and Buonomano 2002; Shouval et al. 2002; Abar-
banel et al. 2003). Only one study seems to support this
so far (Nishiyama et al. 2000). Thus, we propose to use a
rule that is gradient-dependent instead (Bi 2002). This rule
will model in an abstract way both increase and decrease of
the calcium concentration through gating and elimination
which follows a sequence of pre- and postsynaptic activity.
The goal is to arrive at a closed-form description of both
processes in order to keep the rule analytically treatable.

To this end, it is first necessary to analyse to some degree
the different processes that happen during a pre- and a
postsynaptic event.

It is generally accepted that NMDA channels are instru-
mental for the induction of LTP (Malenka and Nicoll
1999), but they also seem to be involved in LTD in many
cases as well (Kombian and Malenka 1994; Sawtell et al.
1999; Hrabetova et al. 2000; Kourrich and Chapman
2003). Accordingly, it seems that it is mainly that part of
the calcium that enters through NMDA channels which is
involved in inducing plasticity. Alternative hypotheses for
the generation of STDP shall be discussed below. For the
model we will thus assume that presynaptically, or rather at
the membrane of the postsynaptic cell, the time course of
the NMDA channel opening and the calcium flux through
these channels are crucial. To simulate this, we use the text-
book definition of an NMDA channel function (Jahr and
Stevens 1990; Koch 1999):

gN(t) = ĝ cN = ĝ
e−b1t − e−a1t

1+κe−γVm(t)
. (1)

For simpler notation, in general we use inverse time con-
stants a1 =τ−1

a , b1 =τ−1
b . Parameters are: the peak conduc-

tance ĝ =4 nS, a1 =3.0/ms, b1 =0.025/ms, γ =0.06/mV.
Since we will not vary the Mg2+ concentration, we have al-
ready abbreviated: κ =η[Mg2+], η = 0.33/mM, [Mg2+] =
1 mM.

In our formalism we only need the normalized conduc-
tance function cN , which represents the temporal channel
characteristics. This time course of the NMDA channel
opening can mainly be associated with presynaptic

influences taking place at the cell membrane (Kampa and
Stuart 2003a).

Postsynaptically the model must capture the transient
nature of the calcium concentration changes. In our model
we assume that both calcium influx and calcium elimina-
tion depend directly (influx) or indirectly (elimination) on
the postsynaptic membrane potential.1 This allows us to
design a closed-form approximation of the relevant post-
synaptic processes, which keeps the model analytic. To this
end we use the derivative of the membrane potential Vm,
which creates the required biphasic time course (positive
part: influx, negative part: elimination) after a BP or a
dendritic spike. To capture the prolonged time courses of
the calcium gradients (Koester and Sakmann 1998; Wessel
et al. 1999; Koester and Sakmann 2000; Sabatini et al.
2002), we filter the derivative with an appropriate (non-
standard) low-pass filter h, designed to emulate the time
course of calcium influx. (There are currently no quanti-
tative data on the time course of the elimination.) Thus,
as the postsynaptic influence we use:

F(t)= d[Vm(t)∗h(t)]
dt

, (2)

where h(t) is the aforementioned low-pass filter with which
Vm is convolved (denoted by the asterisk). The same filter
has been used throughout this study:

h(t)=σ (e−bht − e−aht ) , (3)

with parameters: ah = 1/1ms, bh = 1/40ms. The shape of
this special filter models the steep rise but long tail of the
observed calcium transients (Koester and Sakmann 1998;
Wessel et al. 1999; Koester and Sakmann 2000; Sabatini
et al. 2002).

The correlative nature of pre- and postsynaptic events
is captured as usual by a correlation integral which defines
our plasticity rule after one pulse pairing T :

�ρ(T )=µ

∫ ∞

0
cN(t, T ) F (t, T )dt , (4)

where ρ is the synaptic weight. Note, this is a causal corre-
lation, where the dependence on T is spelt out in (14) and
(15) in the appendix.

Note that this formalism in a physiological situation is
only dependent on the membrane potential, which is, thus,
the only free control parameter in our model. In an exper-
iment, the magnesium concentration can also be varied;
we will discuss this below.

The remainder of this article is structured as follows. In
the next section we will calculate the integral (4). Readers
not interested in the details of the mathematical solution
may want to skip this part. The section that follows will
discuss the properties of the obtained solution. In spite of
their complicated looking structure (which comes mainly
from a nasty mix of coefficients), several interesting results

1 For influx this assumption is straightforward. For elimination one
should consider that this process is mainly driven by calcium itself;
hence it follows from the strength of the preceding influx.
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can be extracted. Most notably three observations will be
derived:

(1) We will demonstrate that differential Hebbian plas-
ticity with conventionally shaped STDP curves (LTD
and LTP) can turn into a more symmetrical, plain
Hebbian plasticity dominated by LTP as a function
of the postsynaptic depolarization.

(2) Furthermore, we will show how plasticity gets atten-
uated by increasing the concentration of Mg2+.

(3) As the solution predicts that the LTP part of STDP
should be dominated mainly by the NMDA-charac-
teristic, while the LTD part should be governed by the
postsynaptic potential, we will then use a numerical fit
of real membrane potential traces recorded at different
locations of a dendrite to show how plasticity would
change in a site-dependent way.

(4) Finally, we will discuss our results.

A rule similar to this, but without the low-pass filter, was
investigated by Saudargiene et al. (2004) without obtain-
ing an analytical solution, with artificial input signals only
and without assessing the influence of the magnesium.

3 Results

3.1 Solution

We define:

Vm(t)∗h(t)=ϕ · tβ (
e−b2t − e−a2t

)
, (5)

with β =0,1,2 . . . . This way we have absorbed the filtering
process into a closed-form description. This is permitted
because convolving with a filter and taking a derivative
when computing F (2) are commutative.

The function Vm(t) ∗ h(t) takes the shape of an tem-
porally prolonged alpha-function, where τr = 1/a2 deter-
mines the rising and τf =1/b2 the falling flank. Note, we
need τf >τr to get an alpha-function shape. Its amplitude
can be adjusted by the constant ϕ. The parameter β allows
for generating convex (e.g. β ≥2) or concave (β =0) initial
rising shapes. Specific parameters for (5) were determined
by fitting the numerically obtained traces of F (see e.g.
Fig. 4).

We need to calculate the integral (4). This is done in the
Laplace domain because causal correlations can be more
easily treated there as compared to the time domain. We
find for F :

F(s)=ϕ ·
(

s ·β!
(s +b2)β+1

− s ·β!
(s +a2)β+1

)
. (6)

The dependence of the NMDA channel function on the
membrane potential can be approximated using a Taylor
expansion around Vm =0 mV:

cN(t)= (e−b1t − e−a1t ) ·
(

1
κ +1

+ γ κVm(t)

(κ +1)2
+ . . .

)
. (7)

We will now only take the part of the Taylor expansion
which is not dependent on Vm (first term) and use its
Laplace transform:

cN(s)≈ 1
κ +1

(
a1 −b1

(s +a1)(s +b1)

)
. (8)

This gives us an error of ≈ 0.75%/mV. Note the error is
zero at Vm = 0, when most of the NMDA channels are
open. Thus, this approximation becomes the true solution
for the steady state Vm =0, which justifies this procedure.

The integral (4) is in the Laplace domain given by:

�ρ =µ
1

2π

∫ +∞

−∞
cN(−ıω)e−ıωT F (ıω)dω , (9)

where e−ıωT is the temporal shift operator. This equation
can be solved by Plancherel’s theorem using the methods
of residuals for all different values of β. Solutions are plot-
ted for β =0 and β =2 in Fig. 1 b,d.

Below we present the resulting terms forβ =0 andβ =2.

3.1.1 Case: β =0, concave growing spike shapes. Absorb-
ing ϕ into µ, we find for T ≥0:

�ρ = µ

κ +1

[(
1

(b1 +b2)
− 1

(b1 +a2)

)
b1 e−b1T

−
(

1
(a1 +b2)

− 1
(a1 +a2)

)
a1 e−a1T

]
(10)

and for T <0:

�ρ = µ(a1 −b1)

κ +1

×
[

b2eb2T

(b2 +a1)(b2 +b1)
− a2ea2T

(a2 +a1)(a2 +b1)

]
. (11)

3.1.2 Case: β =2, convex growing spike shapes. For T ≥0:

�ρ = µ

κ +1

[(
2b1

(b1 +b2)3
− 2b1

(b1 +a2)3

)
e−b1T

−
(

2a1

(a1 +b2)3
− 2a1

(a1 +a2)3

)
e−a1T

]
(12)

and for T <0:

�ρ = µ(a1 −b1)

κ +1

[(
a2(b

2
1 +2b1a2 +a2

2)(a
2
1 +2a1a2 +a2

2)T
2

(a1 +a2)3(b1 +a2)3

+2(b1 +a2)(a1b1 −a2
2)(a1 +a2)T

(a1 +a2)3(b1 +a2)3

−2(a2
1b1 +a1b1(b1 +3a2)−a3

2)

(a1 +a2)3(b1 +a2)3

)
ea2T

−
(

b2(b
2
1 +2b1b2 +b2

2)(a
2
1 +2a1b2 +b2

2)T
2

(a1 +b2)3(b1 +b2)3

+2(b1 +b2)(a1b1 −b2
2)(a1 +b2)T

(a1 +b2)3(b1 +b2)3

−2(a2
1b1 +a1b1(b1 +3b2)−b3

2)

(a1 +b2)3(b1 +b2)3

)
eb2T

]
. (13)
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Fig. 1. Analytically calculated functions F (a, c) and the resulting
STDP curves (b, d). a, c F is calculated using (2,5). Insets in a, c show
the functions Vm � h (5) at a magnified time scale, which matches
that in panels b, d. Parameters: a β = 0, a2 = 1/10 ms, b2 = 1/15 ms,
ϕ =0.2; c β =0, a2 =1/40 ms, b2 =1/60 ms, ϕ =0.2. b, d STDP curves
calculated analytically using (10), and (11). The inset in d shows
the temporal characteristics of the NMDA channel function cN .

e Analytically calculated STDP curves as a function of the shape
of F . Parameter a2 in (10) and (11) varied from 1/100 ms to 1/10 ms,
b2 =0.666a2, β =0. Solid line indicates the zero crossing. Dotted lines
at τr = 1/a2 = 40 ms and 10 ms correspond to the cases presented in
a, b and c, d, respectively. A differential Hebbian plasticity character-
istic turns into Hebbian-type plasticity when the depolarization has
a slow rising phase [decreased a2 in (5)]

These results show that Vm, which determines the shape
of the postsynaptic potential, also determines the charac-
teristics of plasticity as discussed with a different rule by
Rao and Sejnowski (2001).

3.2 Properties of the Solution

3.2.1 Influence of the membrane potential. One interesting
aspect of this formalism is revealed when looking at the
zero crossing where the LTP part (positive) is separated
from the LTD part (negative). The zero crossing shifts
towards negative values of T with increasingly shallow
rising flanks of the postsynaptic signal. The color panel in
Fig. 1 demonstrates how the analytical solutions develop
for different shapes of Vm. The solid line depicts their zero
crossing. This shows that a differential Hebbian charac-
teristic, where the STDP curves contain an LTD and an
LTP part, turns more and more into a Hebbian charac-
teristic (only LTP), when the time constant τr =1/a2 from
Vm gets larger. This, however, is the case for a prolonged,
slowly rising depolarization as shown by the membrane
potentials in Fig. 1a, b. The top two panels (a, b) corre-
spond to a time constant τr = 1/a2 of 40 ms; the bottom
ones (c, d) to 10 ms. The second time constant τf = 1/b2
is always adjusted to 1.5τr .

In an experimental situation the exact point in time of
a postsynaptic spike cannot be determined at the location
of the synapse. Thus, values of T can only be given relative
to the time point of the stimulation pulse or relative to the
crossing of a threshold by the elicited spike. This will shift
the STDP curves but will leave the above-discussed effects
unaffected.

3.2.2 Influence of the magnesium concentration. Figure 2
shows how the magnesium concentration will attenuate
plasticity at different levels of the postsynaptic membrane
potential. First, we observe from (10–13) that these attenu-
ation characteristics should only affect the amplitude of an

STDP curve leaving its shape as it is (in contrast to the pre-
diction from the model by Abarbanel et al. (2003)). Even
when we take the full model (going beyond the first term
of the Taylor series), this assumption still essentially holds,
because, depending on Vm, the contriutions of the higher-
order terms are one or two orders of magnitude less than
that of the first-order term. The top curve assumes a post-
synaptic depolarization to the zero-millivolt level and fol-
lows the hyperbolic function 1

1+κ
. If depolarization is less,

attenuation will be stronger, and the hyperbolic character-
istic will turn more and more into that of a sharply decay-
ing exponential 1

1+κe−γVm
, shown by the other curves. Even

for the strongest depolarization, we observe that more
than 60% attenuation is to be expected at a concentra-
tion of 5 mM magnesium. To measure these curves [Mg2+]
would have to be varied and a controlled, rather rectan-
gular postsynaptic depolarization to the desired level gen-
erated. This should be possible when studying STDP at a
synapse close to the soma, where low-pass filtering due to
the spatiotemporal constants of the membrane would still
be limited.

A strong deviation from the functional characteristics
shown in Fig. 2 would indicate that other than NMDA-
dependent influences are important as well. This test
is especially interesting for the LTD part of the STDP
curves where mechanisms that involve voltage-gated cal-
cium channels and mGlu receptors have been suggested
(Oliet et al. 1997; Normann et al. 2000).

3.2.3 Split of terms. As a third observation we find that
the last four equations (10–13) exhibit a split of terms. This
can be seen by looking at the exponential functions in (10)
and (12) valid for T >0, which only depend on constants
a1 and b1, which came from the NMDA channel func-
tion. On the other hand, the exponential functions in (11)
and 13), which are responsible for T <0, depend on a2 and
b2, which came from F .

This property is interesting and slightly paradoxical.
First, we note that (4) is given as a closed-form approxi-
mation for all positive and negative values of T . In spite
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Fig. 2. Influence of magnesium concentration on amplitude of STDP
curve. Curves for different depolarization levels are shown

of this, the solution splits at T =0 in a negative part which
covers LTD and a positive part for LTP. Such a prop-
erty is indeed required because biophysical studies have
made it clear that the mechanisms which lead to LTP are
substantially different from those that lead to LTD (Bi
2002; Lisman 1994; Otmakhov et al. 1997). Hence both
sides of an STDP curve really represent two distinct condi-
tions arguing for two different coincidence detector mech-
anisms (Karmarkar and Buonomano 2002). This require-
ment, however, is captured in a natural way by our formal-
ism because of the mathematical properties of the corre-
lation integral. This leads to a split of the curve at T =0,
where the LTD part of the curve turns to the LTP part.
Thus, we note that the right parts of the curves in Fig. 1b, d
are very similar to the time course of the NMDA channel
function (cf. inset in d). Looking at the insets in Fig. 1a, d,
plotted with a magnified time scale, one finds that the left
part of the STDP curves corresponds to the mirror image
of the function Vm ∗h (of which F is the derivative).

Hence we conclude that the LTP part of STDP should
in the first instance be dominated mainly by the NMDA
characteristic, while the LTD part should be governed by
the postsynaptic potential. Only when considering higher-
order terms from the Taylor expansion in (9) are mixed
terms found, too, in the final results. The error estimation
given in conjunction with (9), however, shows that their
influence may remain limited.

Note, this property is not directly coupled to the func-
tions which determine the plasticity rule as such. Instead,
it derives from the properties of causal correlation. Thus,
a split of terms should always be observed even if the func-
tions F and cN have to be replaced by other more complex
terms in a more advanced version of this model.

3.3 Numerical results using real potential traces

The left panels in Fig. 3 adopted from Larkum et al.
(2001) show how the shapes of BP spikes and dendritic
spikes change as the move away from the soma. The right
panels display the corresponding STDP weight change

curves calculated numerically with the plasticity rule intro-
duced above. Specific details concerning calculation of the
numerical results are given in the appendix.

In general we observe that the asymmetrical character-
istic of the STDP curve is reproduced in all cases. The
left part of the curve, representing LTD, is more pro-
nounced than the right part, which also corresponds to
physiological observations (Debanne et al. 1998; Bi and
Poo 2001; Feldmann 2000). Amplitude differences in the
STDP curves correspond to amplitude differences of the
membrane potential signals. Within the limitations of our
state variable model, this may reflect the fact that weaker
membrane potential changes will probably also lead to
a less pronounced plasticity (Golding et al. 2002). As
expected from the analytical results, we observe that the
STDP curves that belong to broader, temporally pro-
longed membrane potentials are shifted to the left as com-
pared to those which arise from sharp, short spikes. This
effect arises from the slope of the rising flank of the spike
and not from its temporal duration. Thus the dendritic
location should have a major influence on the shape of
synaptic plasticity because it determines the shape of the
membrane potential following a BP or dendritic spike.

The effect that shallow slopes lead to negative zero
crossings in the STDP curves can be seen best in Fig. 3c, f.
The steepest dendritic spike leads to an STDP curve with
a zero crossing very close to the origin, while spikes with
more shallow-rising flanks lead to leftward-shifted curves.
A similar leftward shift of the STDP curve was observed
recently by Kampa and Stuart (2003b) using triplets of
weak postsynaptic potentials to elicit plasticity. These
studies suggest that this leads either to a delayed dendritic
spike, which will shift the STDP curve as discussed above,
or a slowly rising dendritic spike. In both cases the authors’
findings can be directly related to the effects observed here.

Figure 4 shows how analytical and numerical results
compare for one BP (panels a and b) and one dendritic
spike (panels c and d). The left panels show the original
signals (insets) and the functions F , numerically calcu-
lated from the spikes (solid lines) or fitted by means of
the analytical function for F given in (2–5) (dotted lines).
Numerical and analytical STDP curves appear on the
right. The LTD part of the analytical curves is slightly big-
ger, but otherwise numerical and analytical curves match
nicely. Such excellent fits cannot be obtained for all indi-
vidual BP or dendritic spikes because they are often nois-
ier and less smooth (e.g. Fig. 3b, c). If one considers aver-
age potentials, however, the necessary smoothness is reob-
tained. Signal averaging would essentially capture the fact
that most physiological experiments use multiple pulse-
pairings to induce plasticity.

4 Discussion

In this study we have introduced a gradient-dependent
synaptic plasticity rule similar to rules discussed in the
context of differential Hebbian learning. The goal was to
test the idea of site-specific plasticity. The model makes
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Fig. 3. Depolarizing potentials. a BP spikes
and b, c dendritic spikes adopted from Larkum
et al. (2001) and the resulting STDP curves
(d–e). a Back-propagating spikes, measured at
different distances from the soma (1: 170µm,
2: 420µm, 3: 630µm). b Forward-propagating
dendritic spikes, measured at 1: 700µm, 2:
500µm, 3: 250µm from the soma, and 4: at
the soma. Spikes were elicited by current
injection at 700µm from the soma. c Dendritic
spikes, measured at 860µm from the soma.
Current injections of different durations with
peak times of 1: 50 ms, 2: 10 ms, 3: 5 ms, 4: 2 ms
were made at 930µm from the soma to elicit
these spikes. d–f Numerically calculated STDP
curves. The recorded membrane potentials
were filtered with the filter h, and the
derivatives of the resulting signals were
determined to arrive at F . Filter parameters as
in (3). Scale factors σ to maintain amplitude
relations between the different spikes were set
to: d curves 1–3 in a:
σ =0.1021,0.0381,0.0416; e curves 1–4 in b:
σ =0.0131,0.0173,0.0256,0.0610; f curves 1–4
in c: σ =0.0126,0.0136,0.0120,0.0213. The
obtained trace F and the NMDA channel
function cN (1) were substituted in (14)
and (15) to calculate the STDP curves

Fig. 4. Comparison between numerical and
analytical results. a, c Function F derived from
the measured membrane potentials (solid ) and
their analytical fits (dotted ). Insets in a, c show
the corresponding BP spike, measured 170µm
from the soma (a), and the
forward-propagating dendritic spike (c),
measured at the soma. Adapted from Larkum
et al. (2001). b, d Numerical and analytical
STDP curves. Results are shown for a short
steep BP spike (a, b) and a prolonged dendritic
spike (c, d). Curve fitting: The recorded
membrane potentials were filtered with filter h

[(3); a: σ =0.1021, b: σ =0.0126] and
derivatives taken to yield F . These curves were
fitted with the analytical form of F (2,5).
Parameters were: a β =0, a2 =1/2ms,
b2 =1/38.5ms, ϕ =0.089; c β =2,
a2 =1/0.1ms, b2 =1/10ms, ϕ =118.222. b, d
STDP curves calculated numerically (solid)
using (14) and (15) and analytically (dotted)
using (10)–(13) with the same parameters as in
a, c. Note in a, b we use β =0 and in c, d β =2
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three testable predictions:

1. The shape of the postsynaptic membrane potential
should play a major role in determining the actual
characteristic of STDP. More specifically, the results
suggest that synaptic plasticity in the central window
of T ± ≈ 50 ms can change from STDP to LTP if the
membrane potential rises slowly. This effect could be
measured at synapses close to the soma by controlled
postsynaptic depolarization while blocking the spike.
Different rising phases of the depolarization should
lead to a curve for the zero crossing similar to that in
Fig. 1e.

2. A change in the magnesium concentration should only
affect the amplitude but not the shape of STDP. This
effect could be measured by applying different con-
centrations of Mg2+ to the slice. A curve should be
obtained similar to those shown in Fig. 2.

3. Finally, the model suggests that during STDP the pro-
file of LTD should be governed by the characteristic
of the postsynaptic signals while that of LTP depends
mainly on the presynaptic signal shape. Physiologically
this is supported by results that the order of the pre-
and postsynaptic signals does indeed directly lead to
an asymmetry of the triggered second messenger pro-
cesses (Bi 2002; Lisman 1994; Otmakhov et al. 1997).
This effect, which originates from the “split of terms”,
can be tested by manipulating either the response prop-
erties of the NMDA channel (e.g. pharmacologically
using APV) or the shape of the postsynaptic membrane
depolarization (e.g. using specific depolarization pulses
while blocking the spike). The first type of manipula-
tions should mainly affect the shape of the LTP part of
the curve, while the second would change mainly the
LTD characteristic.

4.1 Motivation

The notion that site-specific plasticity can exist in real
neural networks is currently indirectly supported by find-
ings that show that the membrane properties of real neu-
rons strongly change along its dendrites (Häusser et al.
2000). In addition, different timing properties have been
reported at proximal and distal regions of apical dendrites
in layer 2/3 pyramidal cells for eliciting STDP (Froemke
and Dan 2003). This has been interpreted as a spatial ef-
fect possibly influencing synaptic development (Froemke
and Dan 2003). Site-specific plasticity would make indi-
vidual neurons much more flexible in their computational
properties because different rules would exist at the same
neuron, ideally controlled by means of only one parameter
(here Vm).

Apart from the biological consequences, this property
should also be of direct relevance to artificial neural net-
work (ANN) design. With such rules local network learn-
ing can be implemented and ANNs can be substructured.
This, however, makes it necessary to design the rule in a
way which makes it mathematically accessible and which
limits the parameter space. Thus, this study was guided by
two objectives: (1) design a rule which is, at an abstract

level, compatible with the biophysics of synaptic plastic-
ity and (2) keep it simple to allow transfer into ANN de-
sign as well. We believe that the second objective, which
seems rather technical, is also important for the under-
standing of real synaptic plasticity because at the moment
there is still a wide gap between biological models of ani-
mal learning/memory and those for STDP, and only a few
attempts exist to model the one by means of the other
(Sato and Yamaguchi 2003; Melamed et al. 2004). Rules,
like the one presented here, may offer the advantage of
still being downward compatible with basic biophysical
aspects while at the same time being upward compatible
with models for learning and behavioural control (Porr
and Wörgötter 2003). We will start the discussion with a
suggestion of how to use local plasticity rules in a func-
tional context focusing on a semi-realistic neuronal imple-
mentation that we are currently pursuing (Tamosiunaite
et al. in preparation) before trying to embed our approach
into the literature.

4.2 Possible functional implications of local learning

Two very generic goals can be formulated for networks: (1)
Networks need to select the “right” stimuli and (2) they
should react early – hence to the first appropriate stimulus.
Figure 5 shows a possible neuronal structure where local
learning rules would be beneficial for achieving these two
goals. Note, this example is clearly “engineered”, but at
this stage it is supposed to only show the potential of such
a mechanism, without treating details.

Let us assume that a neuron receives serveral (sensory)
input groups called PS1,2,3. Early in development these
inputs may well be weak, but some of them are fairly
synchronous, truly representing their associated stimulus.
Since they are weak, they will not drive the soma, but one
can assume that local processes between these synapses
will take place. For example, the subgroup of synchro-
nous inputs might elicit a small dendritic spike (DS ) or at
least a somewhat stronger, prolonged postsynaptic depo-
larization as compared to their non-synchronous peers. As
shown in this study, such broad, long postsynaptic signals
should essentially lead to Hebbian learning (LTP). Hence
all weights will grow, but predominantly those of the syn-
chronous subgroup as long as ±T falls in the learning
window. This may well happen independently at different
parts of the dendrite selecting several subgroups. In this
example, one responds early (PS1), one in the middle (PS2)
and one late (PS3). After some learning each PS sub-
group might be able to drive the soma on its own, whereas
the non-synchronous inputs remain behind. Hence local
Hebbian learnig has led to input selection, which was the
first goal specified above.

Let us furthermore assume that there is an independent,
but strong, input called FS which is able to drive (F=fire)
the soma on its own. For the sake of simplicity the synaptic
weight of this input is supposed to be constant.

All of the above-introduced stimuli might have the
potential to be predictive of FS , which was the reason
they were called PS . However, the example is drawn in
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Fig. 5. Implementation of different, parallel operating local learning mechanisms at a neuron. For explanation see text

such a way that only PS 1 precedes FS ; hence PS 1 is the
only “predictor” of FS , while PS 2,3 come too late.

Back-propagating spikes are often only elicited when
the soma bursts (Kampa and Stuart 2003a), i.e. when more
than one spike is elicited at the soma in a short temporal
interval. This will in our example occur as soon as PS 1
and then FS fire the soma twice in rapid succession. A
sharp BP spike will then travel retrogradely and interact
with the PS clusters. Our study has shown that STDP is
the consequence, whereas LTD occurs mainly for clusters
PS 2,3 and LTP for PS 1. Hence, after some learning only
PS 1 (and FS ) will still be able to drive the cell, and it will
respond earlier than in the beginning of the whole learn-
ing process. Hence, the system has achieved the second
goal, which can be interpreted as some kind of temporal
sequence learning (Wörgötter and Porr 2004).

In any true network implementation with its statistical
properties, this example operates in a much more complex
way, and we are currently investigating its properties. Here
it shall suffice as an example of a possible network with
interesting and useful local learning properties.

4.3 Downward compatibility: limitations of our approach
in comparison to biophysical models

Several models of intermediate biophysical realism exist
which rely on Ca2+-concentration-dependent mechanisms
involving NMDA channels (Karmarkar and Buonomano
2002; Senn et al. 2000; Castellani et al. 2001; Karmarkar
et al. 2002; Shouval et al. 2002; Abarbanel et al. 2002,
2003). Essentially all of these models implement a Heb-
bian plasticity rule and a Ca2+-concentration-dependent
mechanism. Most of these models are faced with the prob-
lem that LTD should also occur for large positive values
of T , where the Ca2+ level will be as low as for nega-
tive T . Currently only one study supports this (Nishiyama
et al. 2000), and experimental evidence exists which sug-
gests the Ca2+ gradient plays a major role, too (Mizuno
et al. 2001). Thus, normally this effect is assumed to be
undesirable and eliminated by including a temporal asym-
metry around T = 0 in the plasticity rule (Karmarkar

and Buonomano 2002), and this argues for two different
model mechanisms for LTP and LTD. Note, the split of
terms observed in our study can to some degree implic-
itly accommodate also such an assumption by replacing
the functions F and cN as discussed in the results section
above.

The central limitation of our model is that only at a
rather abstract level does it capture parts of the biophysi-
cal complexity of synaptic plasticity. The complexity of the
different chemical reactions involved in generating STDP
is indeed extremely high, and only a few models have
recently been described which try to capture some of its
aspects in more detail. The kinetic model of (D’Alcantara
et al. 2003) is based on the cascade of Ca2+-induced chain
reactions of calmodulin, CaMKII, calcineurin, phospha-
tase PP1, I-1 inhibitor, DARP-32 protein, and protein
kinase A (PKA), which leads to phosphorylation (in-
creased activity, LTP) and dephosphorylation (decreased
activity, LTD) of AMPA receptors. The model was tested
by these authors with artificial step-like Ca2+ signals.
In our hands, however, it did not reproduce the typical
STDP curves (pilot study). Models of Holmes (2000) and
Zhabotinsky (2000) investigate the interactions of calmod-
ulin, CaMKII and calcineurin depending on the Ca2+ level
but do not model LTP/LTD explicitly.

All the models discussed so far share the property
that they can no longer be treated analytically and many
times their behaviour is heavily dependent on their (partly
unknown) parameters. This can lead to problems in view
of the fact that several aspects of STDP, particularly those
concerning LTD, are either unknown or heavily debated.
Our approach, on the other hand, simplifies this complex-
ity to the level of a state-variable description using very
few assumptions. This reduces the parameter space to a
manageable level, makes the rule calculable, but carries
the danger that some important aspects might have been
missed.

However, basic compatibility with biophysics can in
our situation be assessed by the predictions of the model.
The three effects summarized above are at least semi-
quantitative and should allow testing of the model with
some confidence.
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4.4 Upward compatibility and comparison
to more abstract STDP models

A central question that so far remains unanswered is: How
can STDP be used to control learning? For example, some
experimental and theoretical results suggest that STDP
could be involved in temporal sequence learning (Yao and
Dan 2001; Mehta et al. 2002; Melamed et al. 2004) and in
the control of place cell formation or memory encoding
by theta phase precession in neurons of the hippocampus
(Gerstner and Abbott 1997; Mehta et al. 2000; Sato and
Yamaguchi 2003).

Most older models for STDP assume a certain weight
change curve which does not depend on the local prop-
erties of the cell (Gerstner et al. 1996; Abbott and Blum
1996; Song et al. 2000; Rubin et al. 2001; Kempter et al.
2001). These models have mainly been used to model
collective network properties, like weight and activity dis-
tributions (Song et al. 2000; Kempter et al. 2001). Oth-
ers have been designed to generate map structures (Song
and Abbott 2001; Leibold et al. 2001; Kempter et al.
2001; Leibold and van Hemmen 2002), direction selectiv-
ity (Buchs and Senn 2002; Senn and Buchs 2003) or tem-
poral receptive fields (Leibold and van Hemmen 2001). In
addition, it was found that such networks can store pat-
terns (Abbott and Blum 1996; Seung 1998; Abbott and
Song 1999; Fusi 2002). Thus, so far the existing models
do not make clear suggestions which would help address
the problem of behavioural control by means of sequence
learning.

In a recent study we were indeed able to show that
essentially the same rule could be used to control temporal
sequence learning in a robot (Porr and Wörgötter 2003;
Porr et al. 2003). However, the time scales still did not
match and the “STDP rule” had to be stretched to cover
approximately ±200 ms, which was the reaction time of
sensorimotor coupling in the robot. This is due to the fact
that we used only a single synapse between input and out-
put, whereas in reality higher (non-reflexive) sensorimo-
tor coupling normally needs many more stages. This re-
quires linking neurons either in a chain-like (Abeles 1991;
Aviel et al. 2003) or recurrent-loop architecture to cover
the long temporal intervals between sensor and motor
events. Chains of temporal low-pass filters like those re-
cently discussed by Abbott (2003) could be employed to
this end. Rather intriguingly, a recent result by Di Paolo.
(2003) shows that behavioural control in a robot can be
improved using a network trained by STDP. In this study
a genetic algorithm was used to select the best network
from a set of networks, all trained by STDP on a certain
behavioural task. Genetic selection was performed over
many generations. Finally, a network was obtained which
was able to learn and control the behavioural task of pos-
itive and negative phototaxis in response to attractive and
aversive stimuli. In this task the sensorimotor loop would
sometimes take more than 10 s. Unfortunately, due to the
use of genetic programming, this study does not provide
explicit knowledge about which properties are required in
an STDP network to successfully perform such sensori-
motor coupling.

5 Appendix

5.1 Numerical methods

Numerically, STDP curves were obtained by the following
steps.

1. The recorded membrane traces (Vm) were scanned,
semi-automatically digitized, and convolved with the
filter h (3). F was numerically calculated from (2) and
then correlated with the NMDA channel function cN

(1). As required, correlation was performed in a tem-
porally causal way by applying the shift operation
to either F (T ≥ 0) or the NMDA channel function
(T <0). Thus:

�ρ(T )=µ

∫ ∞

T

F (t −T )cN(t)dt, T ≥0 (14)

�ρ(T )=µ

∫ ∞

T

F (t)cN(t +T )dt, T <0 (15)

numerically calculating these integrals. Note, the integra-
tion starts at T and not at zero, to avoid having to include
a Heaviside function into the definition of cN or F .
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Markram H, Lübke J, Frotscher M, Sakmann B (1997) Regula-
tion of synaptic efficacy by coincidence of postsynaptic APs
and EPSPs. Science 275:213–215

Mehta MR, Lee AK, Wilson MA (2002) Role of experience and
oscillations in transforming a rate code into a temporal code.
Nature 417:741–746

Mehta MR, Quirk MC, Wilson MA (2000) Experience-
dependent asymmetric shape of hippocampal receptive fields.
Neuron 25:707–715

Mel B (1994) Information processing in dendritic trees. Neural
Comput 6:1031–1085

Melamed O, Gerstner W, Maass W, Tsodyks M, Markram H
(2004) Coding and learning of behavioral sequences. Trends
Neurosci 27:11–14

Mizuno T, Kanazawa I, Sakurai M (2001) Differential induction
of LTP and LTD is not determined solely by instantaneous
calcium concentration: an essential involvement of a tempo-
ral factor. Eur J Neurosci 14:701–708

Monyer H, Burnashev N, Laurie D, Sakmann B, H SP (1994)
Developmental switch in the expression of NMDA receptors
occurs in vivo and in vitro. Neuron 12:529–540

Nishiyama M, Hong K, Mikoshiba K, Poo M, Kato K (2000)
Calcium stores regulate the polarity and input specificity of
synaptic modification. Nature 408:584–588

Normann C, Peckys D, Schulze CH, Walden J, Jonas P,
Bischofberger J (2000) Associative long-term depression in
the hippocampus is dependent on postsynaptic N-type Ca2+
channels. J Neurosci 20:8290–8297

Oliet SH, Malenka RC, Nicoll RA (1997) Two distinct forms of
long-term depression coexist in CA1 hippocampal pyramidal
cells. Neuron 18:969–982

Otmakhov N, Griffith L, Lisman J (1997) Postsynaptic inhibi-
tors of calcium/calmodulin-dependent protein kinase type II
block induction but not maintenance of pairing-induced long-
term potentiation. J Neurosci 17:5357–5367

Poirazi P, Brannon T, Mel B (2003) Arithmetic of subthreshold
synaptic summation in a model CA1 pyramidal cell. Neuron
37:977–987

Porr B, von Ferber C, Wörgötter F (2003) ISO-learning approxi-
mates a solution to the inverse-controller problem in an unsu-
pervised behavioral paradigm. Neural Comput 15:865–884

Porr B, Wörgötter F (2003) Isotropic sequence order learning.
Neural Comput 15:831–864

Rao RPN, Sejnowski TJ (2001) Spike-timing-dependent Heb-
bian plasticity as temporal difference learning. Neural Com-
put 13:2221–2237

Roberts PD (1999) Temporally asymmetric learning rules: I.
Differential Hebbian learning. J Comput Neurosci 7:235–246

Rubin J, Lee DD, Sompolinsky H (2001) Equilibrium properties
of temporally asymmetric Hebbian plasticity. Phys Rev Lett
86:364–367

Sabatini BL, Oertner TG, Svoboda K (2002) The life cycle of
Ca(2+) ions in dendritic spines. Neuron 33:439–452

Sato N, Yamaguchi Y (2003) Memory encoding by theta phase
precession in the hippocampal network. Neural Comput
15:2379–2397

Saudargiene A, Porr B, Wörgötter F (2004) How the shape of
pre- and postsynaptic signals can influence STDP: a biophys-
ical model. Neural Comput 16:595–626

Sawtell NB, Huber KM, Roder JC, Bear MF (1999) Induction
of NMDA receptor-dependent long-term depression in visual
cortex does not require metabotropic glutamate receptors.
J Neurophysiol 82:3594–3597

Schiller J, Major G, Koester HJ, Schiller Y (2000) NMDA
spikes in basal dendrites of cortical pyramidal neurons.
Nature 11:285–289

Senn W, Buchs NJ (2003) Spike-based synaptic plasticity and
the emergence of direction selective simple cells: mathemati-
cal analysis. J Comput Neurosci 14:119–138

Senn W, Markram H, Tsodyks M (2000) An algorithm for mod-
ifying neurotransmitter release probability based on pre-and
postsynaptic spike timing. Neural Comput 13:35–67

Seung HS (1998) Learning continous attractors in recurrent
networks. In: Kearns M, Jordan M, Solla S (eds) Ad-
vances in neural information processing systems. MIT Press,
Cambridge, MA, pp 654–660

Shouval HZ, Bear MF, Cooper LN (2002) A unified model of
NMDA receptor-dependent bidirectional synaptic plasticity.
Proc Natl Acad Sci USA 99:10831–10836
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