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Abstract—The generation of complex movement patterns, in
particular in cases where one needs to smoothly and accurately
join trajectories, is still a difficult problem in robotics. This paper
presents a novel approach for joining of several dynamic move-
ment primitives (DMPs) based on a modification of the original
formulation for DMPs. The new method produces smooth and
natural transitions in position as well as velocity space. The
properties of the method are demonstrated by applying it to
simulated handwriting generation implemented on a robot, where
an adaptive algorithm is used to learn trajectories from human
demonstration. These results demonstrate that the new method is
a feasible alternative for trajectory learning and generation and
its accuracy and modular character has potential for various
robotics applications.

I. INTRODUCTION

Recently, dynamic movement primitives (DMPs) have be-
come very popular for motor control in robotics and led to
numerous studies [1]–[15]. DMPs are units of actions which
describe a particular movement trajectory and are formal-
ized as stable nonlinear attractor systems [16]–[19]. Such
movement primitives can be used to generate a movement
trajectory either in joint- or task-space. DMPs have advantages
over other trajectory generators, like splines [20], [21], for
several reasons: 1) robustness to perturbations, 2) ability to
generalize, and 3) ability to apply learning. However, the
original DMPs [1], [5], [16], [17] have some drawbacks,
too. There is a trade-off between path and end-point control
of the trajectory. Briefly: accurate path following will lead
to inaccurate endpoint and vice versa. There exist several
approaches to address this problem [7], [8]. Here we propose
a simple alternative way to modify the original DMPs [1], [5]
for solving this trade-off problem and show that it’s possible
to have control over the full movement trajectory while at the
same time guaranteeing convergence to the end-point.

DMPs have been applied in different robotics applications,
like movement with obstacle avoidance [7], [8], lifting [10],
pouring [9], [11], [15], hitting and batting [6], [12], [17],
flight control [4], drumming [14], [22], walking [2], [19] and
jumping [13]. However, not so much work has been done with
respect to joining of dynamic movement primitives [4], [11].
Another drawback of the original DMPs is that usually their
velocity profile has a long and shallow tail which is inappropri-

ate for obtaining natural speed profile of composite movements
when joining several dynamic movement primitives. This,
however, is needed to reproduce handwriting composed from
single letters as well as in many other cases in robotics.

In the following we will first describe the formalism for
DMP modification and our novel joining approach. Then
we will compare two joining approaches. Finally, we will
conclude our study with a Discussion section where we will
compare our approach to state-of-the-art methods.

II. METHODS

A. Modification of original DMPs

The original DMP system is formalized by second order
differential equations and consists of two dynamic systems:
the transformation system and the canonical [1], [16], [17] or
exponential decay system [5]. Here we will use the exponential
decay system since it is more closely related to our modifica-
tions. The transformation system is described as follows:

τ ż = αz (βz (r − y) − z) + f, (1)

τ ẏ = z, (2)

τ ṙ = αg (g − r), (3)

where g is a known goal state (end-point), αz , βz and αg are
time constants, τ is a temporal scaling factor (in this study we
used τ = 1), ż, ẏ and y correspond to acceleration, velocity
and position, respectively. Here r defines the delayed goal
function.

The exponential decay system is described by

τ v̇ = −αe
v v, (4)

where αe
v is a time constant. The nonlinear function f is given

by:

f =

n∑
i=1

ψi wi v∑
i ψi

, (5)

with
ψi = e−hi (v−ci)

2
, (6)



where ψi denote Gaussian kernels, hi - width of the i − th
kernel, ci - centers of the kernels, wi - weights, and n - number
of kernels. For more details see [1], [5].

To solve the above discussed trade-off problem of the
original DMPs we modify the system by changing the delayed
goal function r and the exponential decay function v (Eq. 3, 4,
see Fig. 1). The exponential goal function r is replaced by a
piecewise-linear function and formalized as follows:

τ ṙ =
{

(g − s)/(T − ∆t), if t ≤ T
0, otherwise. (7)

Here g and s define the start- and end-point of the movement
trajectory, respectively; T is the duration of the movement and
∆t is the sampling rate (here we used ∆t = 200ms).

Instead of the exponential decay function we use a sig-
moidal decay function which is given by

v̇ =
(
1 + e[α

s
v(τ T−t)]2

)−1

αs
v e

αs
v(τ T−t). (8)

where αs
v defines the steepness of the sigmoidal function

centred at the time moment T .
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Fig. 1. Modification of the original DMP system. A) Goal functions r and
B) scaling functions v are shown for the exponential decay system (original
DMPs) and the sigmoidal decay system (modified DMPs). The following
parameters were used: g = 10, αg = 0.1, T = 75, αe

v = 0.1 and αs
v = 1.0.

For more details see section II-A.

We also use a slightly different nonlinear function f :

f = αw

n∑
i=1

ψi wi v∑
i ψi

, (9)

ψi = e−( t
τ T −ci)

2/2σ2
i , (10)

where σi is the width of the i− th kernel. Kernels are placed
evenly along the trajectory in time and normalized between
0 and 1, where 0 denotes the beginning of the movement
trajectory and 1 the end. The shape of the movement trajectory
is defined by weights wi. To learn the weights we use the
delta rule as explained in section II-B. Here αw is the scaling
factor for the learned weights (note that during learning we
always set αw = 1). In case of αw = 1 we obtain a squeezing
or stretching effect compared to the original trajectory when
different start- and/or end-points are chosen. If we use a
scaling factor αw 6= 1 then we get a scaling of the original
trajectory which leads either to a smaller (αw < 1) or bigger
(αw > 1) trajectory. Clearly, choosing αw (with scaling
or without) would depend on the particular application and
further in this study we will always use αw = 1.

With such a system we assure that the end-point g of the

movement trajectory y will be reached in time T + ξ (ξ � T )
with a given accuracy |g − y(t)| ≤ ε, where ξ depends on
the steepness of the sigmoidal function (Eq. 8) defined by
the parameter αs

v . Note that in the original DMP system the
exponential function (see Eq. 4) acts as a phase as well as a
weight scaling variable, whereas in our modified DMP system
the sigmoidal function (Eq. 8) acts only as a weight scaling
variable.

B. Trajectory learning

The shape of a trajectory in the DMP system is parametrized
by Gaussian kernels ψi and their corresponding weights wi.
Several methods exist for weight adaptation in order to learn
a target trajectory, like locally weighted regression methods
[16] or global regression methods [11]. We propose a simpler
learning rule to train weights wi. Thus, here we use the delta
learning rule as in artificial neural networks [23], where the
error between target signal and system’s output is used to
modify the weights. In our case this can be formalized by
the following equation:

∆wj
i = µ [γ(k) − yj(k)], (11)

where γ is the target trajectory (training trajectory), y is the
system’s output, µ is the learning rate, and k defines the center
of the i-th Gaussian kernel in the time period t = 0, . . . , T ;
where T is the duration of the training trajectory γ. Here
j = 1, . . . , L; where L is the number of learning iterations.
In this study we used the same training trajectory γ for
each training iteration j, but in general one can use different
training trajectories. Note that in case we have more than
one dimension we have to learn weights for each dimension
separately (e.g. for x and y position in a 2D case), which can
be done independently and in parallel.

As already mentioned above we tested our modified DMPs
on trajectories obtained from handwriting. Handwriting sam-
ples were taken from one person, where the person was asked
to sign, write single letters, couplets (e.g. “ab”) and whole
words. Data were obtained by using a pen tablet (Intuos3
A3 Wide DTP) with a size of 48.8 × 30.5 cm, resolution of
5, 080 lpi and a sampling rate of 200Hz.

In order to evaluate the performance of our method and
compare it to the original DMPs we looked at the position
and velocity deviation of the learned trajectory from the target
(training) trajectory. We calculated the position deviation by

dpos =
√

(yxt − yxl
)2 + (yyt − yyl

)2 (12)

and the velocity deviation as

velt,l =
√
ẏ2

xt/l
+ ẏ2

yt/l
, (13)

dvel = |velt − vell|, (14)

where yx/y and ẏx/y are position and velocity for x and y
profiles, and indices t and l stand for the target and learnt
profiles, respectively.



C. Joining of DMPs

A simple way to join several DMPs is to perform one DMP
until it reaches the end-point and then start the next DMP
at this point (in the text we will call this simple joining),
i.e. to use the end-point of the first DMP as the start-point
of the second DMP. This approach is very simple, but it has
some drawbacks due to the trade-off problem of the original
DMPs. As we will see later, either we get a slow down (around
zero velocity at the joining point) or we do not reach the-end
point of the first DMP with good enough accuracy for joining.
Here we propose a novel method for DMP joining which can
solve these problems. In our approach we construct a single
set of overlapping kernels ψ′ defined by centers c′ and width
of kernels σ′ for the whole joint trajectory in the following
way. We place centers c′ along the joint trajectory in time as
follows:

cij =


T1 (i−1)
T ′ (n−1) , if j = 1

Tj (i−1)
T ′ (n−1) + 1

T ′

j−1∑
k=1

Tk, otherwise,
(15)

c′ = c11, c
2
1, . . . , c

n
1 ; c12, c

2
2, . . . , c

n
2 ; . . . ; c1m, c

2
m, . . . , c

n
m. (16)

Here i = 1, . . . , n and j = 1, . . . ,m, where n is the number of
kernels for one DMP and m defines the number of DMPs, Tk

is the duration of the k-th DMP. T ′ =
m∑

k=1

Tk is the duration

of the joint trajectory. We define the width of kernels σ′ by

σi
j =

σi
jTj

T ′ , (17)

σ′ = σ1
1, σ

2
1, . . . , σ

n
1 ;σ1

2, σ
2
2, . . . , σ

n
2 ; . . . ;σ1

m, σ
2
m, . . . , σ

n
m,
(18)

where we scale the width of kernels σi
j of each DMP with

respect to the duration of the joint trajectory T ′. Corresponding
weights w′ for kernels ψ′ are obtained from the learned
weights wi

j of each dynamic movement primitive j:

w′ = w1
1, w

2
1, . . . , w

n
1 ;w1

2, w
2
2, . . . , w

n
2 ; . . . ;w1

m, w
2
m, . . . , w

n
m.

(19)

Finally we describe the goal function r′ by the following
equation:

τ ṙ′ =

 (gj − sj)/(Tj − ∆t), if
j−1∑
k=1

Tk ≤ t ≤
j∑

k=1

Tk

0, otherwise.
(20)

where j=1. . . m. We use the same equation for the sigmoidal
decay function as given in Eq. 8, only here we use T ′

instead of T . This way we construct a more “complex” DMP
from several “simpler” DMPs. A graphical illustration of this
DMP joining method is shown in Fig. 2, where we show
signals obtained from joining two letters “a” and “b” (see also
Fig.3 C).

Time (s)

A

B

C

v

0

0.5

1

K
e

rn
e

ls

0 0.2 0.4 0.6 0.8
-0.2

-0.1

0

0.1

0.2

r

1

1.5

2

2.5

T'T1

1st DMP
2nd DMP

Time (s)

D

E

T'T1

0

1

2

3

0 0.2 0.4 0.6 0.8
-0.2

-0.1

0

0.1

0.2

1st DMP
2nd DMP

s1

g2g1/s2

x
 p

o
s
it
io

n
 (

c
m

)
x
 v

e
lo

c
it
y
 (

m
/s

)

Fig. 2. Illustration of the DMP joining method with overlapping kernels.
Here we show only signals for the x position of joining two letters “a” and
“b”. A) Sigmoidal decay function v, B) goal function r, C) kernels (ψ′

iw
′
iv),

D) x position (yx); in the inset we show the trajectory of the joined “a” and
“b”, and E) x velocity (ẏx).

III. RESULTS

A. Joining of several DMPs

A comparison between the simple joining method based on
original DMPs and joining with overlapping kernels based on
modified DMPs is shown in Fig. 3. Here we show the joining
of two letters “a” and “b” where samples “a” and “b” were
obtained from a handwritten couplet “ab” by splitting it apart.
Systems were trained separately with letters “a” and “b” in
order to obtain two DMPs and then these DMPs were joined by
using one joining method or the other. Results for the simple
joining method are presented in Fig. 3 A, B where in panel
A we show results for steep exponential function (αs

v = 0.1)
and in panel B for shallow one (αs

v = 0.02). Here we can see
that in case of a large exponent we are reaching the joining
point (see panel A, left), however, at this point the system’s
velocity is almost zero (see panel A, right), whereas in human
handwriting velocity at the junction is relatively high. If we
use a small exponent then velocity does not drop to zero (B,
right), however, here we do not reach the target joining point
(B, left). These drawbacks are inherited from the behavior of
the original DMP system. Results for the joining method with
overlapping kernels based on modified DPMs are shown in
panel Fig. 3 C, where, in contrast to the simple joining method,
we obtain high accuracy at the junction point with respect to
both, position and velocity, profiles. Better precision could be
obtained if one would use more kernels. Note that joining
with overlapping kernels based on original DMPs would not
improve the results much due to the suppressed influence of
the kernels at the junction point.

B. Statistical evaluation

We have also performed statistical evaluation of our join-
ing method and compared it to the corresponding statistical
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Fig. 3. Comparison between simple DMP joining (exponential decay system)
and joining with overlapping kernels (sigmoidal decay system). A) Results for
the simple DMP joining when a large exponent is used (αe

v = 0.1) and B)
when a small exponent is used (αe

v = 0.02). C) Results for the joining
method with overlapping kernels. On the left side we show position profiles,
whereas corresponding velocity profiles are shown on the right side. Red
and green dots represent start- and end-point of the movement trajectory,
respectively, whereas circles represent junction points between two DMPs.
The following system parameters were used for both systems: number of
kernels n = 15, width of kernels hi = 150 (exp. dec.) and σi = 0.05
(sigm.dec.), i = 1, . . . , n, and learning rate µ = 0.1. Number of learning
iterations L for the exponential decay system was 500 and for the sigmoidal
decay system it was 100.

evaluations of joining the original DMPs. For the statistics
we used 20 different couplets as shown in Fig. 4 A and
the same procedures as explained in section III-A. Here we
compare position (dpos) and velocity deviation (dvel) of joint
DMPs at the junction point from the target junction point
(denoted by the red dot). Results of such an experiment
are shown in Fig. 4 B, C. We can see that the simple
joining method based on original DMPs with relatively steep
exponential function (αe

v = 0.1), as well as the joining method
with overlapping kernels based on modified DMPs, produce
significantly less deviation from the target junction point as
compared to the case when a relatively shallow exponential
function (αe

v = 0.02) is used (Fig. 4 B). As already presented
in Fig. 3, we also find that the proposed joining method is
significantly more accurate with respect to the velocity at the
junction point than the simple joining approach (Fig. 4 C).

C. Handwriting generation

Finally, we applied the novel DMP joining method based
on modified DMPs to the problem of generating handwriting

by a robot. For this we trained the system on separately
written letters as shown in Fig. 5 A. In this case we used
samples with loops in order to avoid overlapping letters
when joining DMPs. After that we let the system generate
two words: “dmp” and “demo”. Position and corresponding
velocity profiles generated by the system for these words
are shown in Fig. 5 B, D and C, E, where we can observe
that connections between letters are smooth and natural. This
handwriting generation was also implemented on a simple
robotic manipulator platform (Neuro-Robotics, Sussex) in our
laboratory and the resulting trajectories1 are shown in Fig. 5 F,
G. Note that we scaled the output of the system in space and
time in order to implement it on the robotic platform.
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Fig. 3.

IV. DISCUSSION

In this study we presented a novel method for joining
of several dynamic DMPs based on a modification of the
original DMP formulation [1], [5], [16]. The new method was
applied to handwriting generation and also implemented on
a robot. Furthermore, we used standard delta-rule learning
to adapt the weights. These three components are all quite
simple and efficient. We have also statistically compared our
system against the simple joining with standard DMPs. In the
following we will discuss our methods in more detail and
compare them to other approaches of DMP joining, focusing
on a robotics viewpoint. We think, it is clear that handwriting

1Videos of these experiments can be downloaded at
http://sites.google.com/site/ktomsite/handwriting-with-dmps



was just chosen as a demonstration scenario and we are
neither interested nor will discuss details and implications of
handwriting biometry.

As already discussed above, original DMPs suffer from
a trade-off problem: either one can achieve good control
along the trajectory but then one will not reach the end-
point of the desired movement well enough or vice versa.
Another drawback of the original DMP system is the velocity
profile, which produces a long and shallow decay before
reaching the end-point. This means that the system has to stop
(to reach zero velocity) before a new DMP can be started,
which is not appropriate for joining several DMPs. Therefore,
first of all we proposed a modification of the original DMP
formulation in order to solve the trade-off problem. Here
we made two modifications: 1) instead of the delayed goal
function r we used a piece-wise linear goal function (see
Eq. 3, 20) and 2) we replaced the exponential decay function
v with a relatively steep sigmoidal function centered at the
end-point of the trajectory (see Eq. 4, 8). Such modifications
allow reproducing target trajectories with respect to position
as well as velocity profile, while at the same time guaranteeing
good convergence to the end-point. Here the steepness of
the sigmoid sets the limits. Note that use of the linear goal
function r together with kernels ψ which are independent of
v (see Eq. 6, 10) allows better generalization, especially in
cases when start and goal positions are relatively far away
compared to the training trajectory. We also would like to
stress that our system is easily scalable with respect to the
dynamics of the system (τ ), the time (T ) and space without
losing the qualitative trajectory appearance that was originally
coded in DMP weights. Depending on the application, two
generalization options for the trajectory are possible with our
DMPs. In one case, if αw = 1 (see Eq. 9), we get a stretching
or squeezing effect of the learned trajectory when start- and/or
end-point are changed, whereas when αw 6= 1 we obtain a
smaller or larger position profile.

Several methods exist for imitation learning in order to learn
a target trajectory, like locally weighted regression methods
[5], [16] or global regression methods [11]. For instance, by
using locally weighted regression one can learn not only the
appropriate weights wi of the kernels but also the number
of kernels n, their centers ci and widths hi, automatically.
Here we proposed a simpler learning rule to train weights wi,
known as delta learning rule in artificial neural networks [23].
Although, here we adapt only the weights of the kernels, while
leaving their centers and widths fixed, we can still achieve
very high learning accuracy. In general we obtained that for
trajectories with relatively slow dynamics, like letters, one
needs fewer but wider kernels to accurately approximate the
trajectory, whereas for relatively complex trajectories with fast
dynamics, like signatures, more but narrower kernels are re-
quired. Clearly, our simple learning method could be replaced
by any of the more advanced approaches, which might be
advisable in case where the dynamics of the trajectory changes
strongly ”along the way”.

There are a few approaches existing for joining of dynamic
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Fig. 5. Results of handwriting generation using modified DMPs (sigmoidal
decay system). A) Samples of single letters used to generate the words “dmp”
(panels B, C and F) and “demo” (panels D, E and G). B, D) Position profiles
and C, E) corresponding velocity profiles generated by the modified DMP
system. F, G) Trajectories of handwriting produced by the robot. The same
system parameters were used as given in the legend of Fig. 3.

movement primitives. A simple solution to avoid jumps in
velocity and acceleration when joining two DMPs, as demon-
strated by [11], would be to apply a first order low-pass filter
(augment original DMPs to a third order system). However,
if positions and velocities of both DMPs at the joining point
are too different from each other, one would need to smooth
the trajectory a lot, which, as a consequence, produces large
deviations from the target trajectory due to the delay produced
by the first order filter.

Another method to get smooth transitions when joining
several DMPs is presented by [4]. These authors use partial
contraction theory [24] to force the trajectory of one DMP to
converge to the other. In contrast to the presented methods, in
our approach we do not augment the system by the additional
equations but simply create one joint DMP by overlapping ker-
nels of several single DMPs. This way, a smooth and natural
transition, as shown by handwriting generation, emerges from
the system itself without a deceleration at the joining point (see
Fig. 3 C). This method inherits the properties of the modified
DMPs such as scalability and generalization, like stretching
and squeezing, when start- and end-points are changed. In
this case one only needs to appropriately scale time points Ti



(see Eq. 20). A drawback of our approach is that the trajectory
around the joining point will be slightly transformed and less
accurate compared to the target (training) trajectory due to the
overlap of kernels (see Fig. 3 C). To increase the accuracy
around the joining points one can use more but narrower
Gaussian kernels.

In summary, we presented a novel and easy to implement
method for joining several DMPs based on modified DMPs
and demonstrated that such method results in smooth and
natural transitions. We believe that attractive properties of our
model, like scalability, generalization and smoothness, have
some potential for different kind of robotics applications.
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